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RESUMEN

Este estudio evalia la implementaciéon de recursos humanos en la
moderacion de contenidos en grandes plataformas digitales (VLOPs)
dentro de la Union Europea, utilizando una metodologia cuantitativa
basada en andlisis documental y de datos. Los resultados muestran
disparidades significativas en la ratio de moderadores por idioma, con
TikTok y YouTube liderando en cobertura, mientras que LinkedIn y X
presentan vacios criticos. Se concluye que, aunque las plataformas
cumplen con los dictdmenes regulatorios, la falta de cobertura lingiiistica
completa y las condiciones laborales inadecuadas representan riesgos
significativos para comunidades vulnerables y moderadores.
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1. Introduccion

a capacidad de almacenar y compartir contenidos en linea a gran escala ha transformado

significativamente la forma en que las personas se relacionan entre si, otorgandoles un papel

crucial en la comunicacién personal, la construcciéon de identidad y la expresidon cultural
(Manovich, 2020; Mitchell, 2017). Sin embargo, este raudal de contenidos presenta importantes dilemas
éticos y de privacidad, especialmente en lo que respecta a la gestién de imagenes digitales, en aspectos
como la seleccidn, organizacién y exhibiciéon de imagenes asi como por su posible naturaleza violenta
y/o de incitacién al odio.

La edicion de contenidos en medios digitales genera dilemas relacionados con los derechos de autor
y el consentimiento de las personas fotografiadas, asi como con el manejo de datos personales que
podrian estar involucrados en los contenidos utilizados, entre otros. Es importante destacar que aunque
las redes sociales permiten a los usuarios compartir contenido de manera rapida y masiva, estas
plataformas incluyen en sus términos y condiciones clausulas que otorgan a la red social una licencia de
propiedad amplia sobre el contenido publicado por los usuarios. Este mecanismo contractual, tal y como
afirma Hernandez Garcia (2021), implica que los usuarios ceden derechos de uso a la plataforma, lo que
permite su reutilizacién dentro de los limites definidos en el acuerdo de uso. Existe numerosa literatura
cientifica que destaca la problematica del uso no autorizado de contenidos y la vulneracién de la
privacidad individual, que a menudo puede comprometer la seguridad del usuario de las redes
(Nissenbaum, 2011). Junto a estos problemas, debemos resaltar que la reutilizacion y la falta de contexto
en la divulgacion en plataformas digitales pueden dar lugar a problemas de plagio y distorsion de la
representacion, lo que puede afectar negativamente la percepcién publica de ciertos individuos y/o
grupos sociales (Boyd & Marwick, 2017). Por ultimo no debemos dejar de lado aquellos contenidos que
promueven la violencia, la incitacién al odio y la explotacion infantil, lo cuales pueden generar un
impacto profundamente perjudicial tanto en la construccion de identidad individual del sujeto como en
la de la identidad colectiva.

Es importante reconocer que esta situacion es especialmente sensible en el caso de los nifios, que
conforman un grupo particularmente vulnerable a las implicaciones de la difusién de contenidos digital
(Lievens et al,, 2019; Livingstone & Third, 2017). Algunos de estos riesgos, por ejemplo, que pueden
hacerse patentes en la explotacion digital de la imagen e identidad, que pueden acarrear la posibilidad
de desarrollar un autoconcepto distorsionado, que genere serios problemas psicosociales (Nufiez-
Cansado et al,, 2021).

A los multiples riesgos asociados con los contenidos presentes en las redes sociales y el derecho de
privacidad, es fundamental afiadir el impacto de los algoritmos utilizados por las plataformas. Estos
sistemas, disefiados para maximizar la interaccién y el tiempo de permanencia de los usuarios, suelen
priorizar contenidos sensacionalistas, polarizantes o emocionalmente impactantes. En el afio 2021, un
exempleado de la corporaciéon Facebook-Meta puso en entredicho a su directiva al filtrar decenas de
documentos al diario The Wall Street Journal. Estos documentos revelaban practicas cuestionables que
favorecian una influencia negativa sobre la poblaciéon mas joven, derivada de los contenidos y algoritmos
implementados por la plataforma. Tal y como declaré el trabajador en su testimonio ante el Parlamento
Europeo:

“Los modelos algoritmicos empleados por redes sociales como Instagram estaban especialmente
disefiados para favorecer artificialmente la comparacion social, erosionando la autopercepcion de
mujeres jovenes sobre sus cuerpos, practicas sociales y recursos econémicos” (Jiménez Gonzalez &
Cancela Rodriguez, 2023, p. 91).

Arturo Béjar, lider del departamento 'Integrity and Care' de Facebook, revelaba en el documental;
Redes Sociales : la fabrica del terror, que la plataforma conocia e ignoraba los dafios a sus usuarios. El
ex directivo, envio, en junio de 2020, el renombrado mail a Mark Zuckerberg y al resto de los altos cargos
de la corporacién en el que aportaba datos escalofriantes, como que el 51% de los usuarios de Instagram
reportaban contenidos negativos o que el 21,8% de adolescentes de 13 a 15 afios reportaban haber
recibido acoso directo, afirmando tajantemente que probablemente Instagram fuera el responsable del
mayor acoso sexual de la historia de la humanidad (Evole Requena & Lara, 2024).

Se destapa asi una realidad que impulsa un nuevo debate sobre los peligros en las redes y que han
generado la necesidad de instrumentar sistemas que regulen los contenidos difundidos por las
plataformas.
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Aunque existian previamente disposiciones juridicas sobre el uso y la proteccién de datos en internet
- en particular el Reglamento General de Protecciéon de Datos (GDPR) de Europa- estos reglamentos se
presentaban como insuficientes ante el perjuicio denunciado. Asi, Alemania promulgé en 2017 La Ley
de Redes, mas conocida como NetzDG, que fue la base para diferentes disposiciones como el Cédigo
Europeo de Buenas Practicas para la Desinformacién, aprobado por la Unién Europea en el afio 2018, o
la Disposicién ministerial aprobada por el Consejo de Seguridad Nacional de Espaia el 30 de octubre de
2020, en la que se establece el Procedimiento de Actuacion contra la Desinformacion. La Unesco, se
sumo a la preocupaciéon y desarrollé un Seminario sobre la Moderacién de contenidos y libertad de
expresion en las redes sociales, en el que se abordé la regulacién de los contenidos y la proteccién de
los derechos humanos, indagando en temas como los procedimientos: IA VS recursos humanos, los
criterios de moderacién, la transparencia y la necesidad de la rendiciéon de cuentas por parte de las
grandes plataformas a las autoridades pertinentes.

La ausencia de una regulacién especifica y el desafio que suponia la necesidad de moderar los
contenidos digitales con el fin de mitigar los riesgos asociados, forzé el compromiso de corporaciones y
gobiernos, que se materializ6 en la promulgacidn, por parte de la Unién Europea, de la Ley de Servicios
Digitales (DSA) que entraria en vigor el 25 agosto de 2023 (Uni6én Europea, 2022). La DSA, se presenta
como una pieza clave para generar reglas claras que garanticen un entorno digital seguro. Esta ley
establece obligaciones especificas que deben respetar las corporaciones, tales como la transparencia en
los algoritmos, la prohibicién de practicas publicitarias intrusivas engafiosas, el fortalecimiento del
mecanismo de denuncias, la eliminaciéon de contenidos ilicitos e introduce ademads, medidas para
proteger a los usuarios de contenidos perjudiciales, especialmente a los menores. Segtin la normativa
las grandes plataformas (VLOPs) con mas de 45 millones de usuarios activos dentro de la Union
Europea, deberan tomar medidas adicionales para gestionar los riesgos sistémicos derivados de su
actividad, y estaran obligadas a rendir cuentas mediante informes periédicos sobre la moderacién de
contenidos y la publicidad politica. El objetivo basico de esta ley es equilibrar la seguridad, la
transparencia y la responsabilidad en el ecosistema digital de 1a Unién europea, responsabilizando a las
plataformas en cuanto a los contenidos que albergan y protegiendo a los usuarios frente a contenidos
dafiinos, algoritmos perjudiciales y el control abusivo de los datos personales.

Sin embargo, estas leyes ain enfrentan importantes desafios en su implementacién y aplicacién
dentro de un contexto de transformacioén digital constante, donde la moderacidon de contenidos suele
resultar compleja, ya sea por conflictos con los intereses comerciales o por la ausencia de regulaciones
especificas en determinados espacios virtuales (Jiménez Gonzalez & Cancela Rodriguez, 2023).

2. Moderadores de contenido

Los riesgos que pueden acarrear el mal uso del contenido en las redes sociales han incrementado la
necesidad, no solo de un andlisis profundo de la legislacién, sino también del compromiso por parte de
las corporaciones de medios sociales. La variedad de contenidos, los algoritmos de recomendacion y
graficos sociales han dado lugar a multiples quejas y criticas hacia las plataformas de contenidos,
circunstancia que ha obligado a las corporaciones de medios a mantener un compromiso con sus
usuarios de monitoreo constante y riguroso, lo que plantea desafios tanto logisticos como de relaciones
publicas (Gillespie, 2020). Es asi como cobra vital importancia la “moderacién de contenido comercial”
0 “moderacion de plataformas”. En los tltimos afios se ha producido un gran incremento de literatura
cientifica que aborda los principales problemas sobre este nuevo perfil profesional que va desde la
preocupacion por la situacion laboral, el andlisis de la legislacion, la legitimidad democratica e incluso
la falta de transparencia y responsabilidad de las grandes corporaciones (Gorwa et al., 2020).

La moderacién de contenidos es la practica organizada del filtrado de contenidos generados por los
usuarios que publican en sitios de internet (Roberts, 2019), es definida como: “mecanismos de
gobernanza que estructuran la participaciéon en una comunidad para facilitar la cooperacién y prevenir
el abuso" (Grimmelmann, 2017: 18). Su objetivo es garantizar un entorno seguro y respetuoso para
todos los usuarios de las redes, evitando la difusién de contenido inapropiado, ilegal o perjudicial, como
discursos de odio violencia, desinformacion, acoso o material explicito. El material puede ser revisado
previa distribucién, o puede ser evaluado como resultado de una queja de un usuario, de un
administrador del sitio, de empresas afectadas...
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Este nuevo perfil profesional ha acarreado en el udltimo afio debates sobre tres aspectos
fundamentales, la creacion de manuales basicos que permitan el desarrollo de su profesion, el
reconocimiento de los riesgos psicosociales, y consecuentemente el reconocimiento de los efectos como
enfermedades laborales, y las normas de convivencia de regulacién humana Vs regulacién IA.

La Agencia Europea para la Seguridad y Salud en el trabajo (OSHA) public6 en el afio 2022 el
documento: Occupational safety and health risks of online content review work provided through digital
labour platforms, en el que se manifestaba como fuente de estrés la exposicion a contenidos violentos,
crimen, abuso y contenidos ilegales, que podrian originar dafios psicolégicos y trastornos
postraumaticos (Lousada, 2024), avalando la decisién del Juzgado de lo Social nim. 28 de Barcelona
emitida en el afio 2024 sobre la clasificacion de incapacidad temporal de un moderador de contenidos
que desempenaba su trabajo en la empresa CCC Barcelona Digital Services. El trabajador presentaba
ataques de panico, conductas de evitacién, aislamiento en el domicilio, rumiaciones hipocondriacas,
sensacion de disfagia, despertares nocturno e importantes tanatofobias. En la propia pagina de la
empresa se difundia un contenido que afirmaban conocer las consecuencias del ejercicio de la profesion
y anunciaban su prioridad por defender la salud mental y el bienestar de sus trabajadores por lo que
ponian a la disposicién de su empleados tecnologia e implementaban moderacién con inteligencia
artificial (Lousada Arochena, 2024). En el afio 2022 La plataforma Meta, en un reconocimiento histérico
acordo pagar 52 millones de délares a moderadores tanto actuales como anteriores para compensar los
problemas de salud mental desarrollados en su trabajo (Newton, 2020).

La necesidad de paliar los efectos sobre la salud mental de los trabajadores ha impulsado la creacién
de algoritmos que facilitan, a priori, la funcién de revisar y clasificar el material en las redes, a partir de
la utilizacion de los datos de participacién de los usuarios (Wang et al., 2022) o de la creacién de redes
neurales y sistemas de Inteligencia artificial (Agarwal et al., 2020; Alharthi et al,, 2021; Androcec, 2020).
Estos nuevos mecanismos de moderaciéon prometian la panacea y la solucién a la grave crisis de
descrédito que estaba sufriendo el sector. Mark Zuckerberg, resalté docenas de veces durante su
testimonio en el congreso en 2018, el papel de la IA como futura solucién ala moderacién de contenidos
(Gorwa et al., 2020).

En marzo de 2020, ante el confinamiento de la poblacién en respuesta a la crisis sociosanitaria de la
COVID, Twitter y otras muchas corporaciones se vieron obligadas, a utilizar exclusivamente la
moderacién automatizada. El sistema mostré unas graves deficiencias y tras el fracaso, muchas
plataformas se disculparon por el aumento de errores (Gillespie, 2020). El debate sobre la moderacién
de contenidos mediante la IA se abre con detractores y defensores, la Declaracion de la IFLA sobre
Bibliotecas e Inteligencia artificial (Committee on Freedom of Access to Information, 2020) concluye
sobre esta cuestidn que el uso de IA en la moderacién de contenidos supone una infraccién contra la
libertad de expresion, que puede conducir a la falta de transparencia y opacidad con relacién a los
criterios de eliminacién. Uno de los casos mas representativos de este riesgo fue sacado a la luz en el
afio 2020 mediante la filtracién de las pautas de moderaciéon de contenidos marcadas por la plataforma
Tik Tok, donde se instaba a la IA a eliminar las publicaciones creadas por usuarios “poco Atractivos”
fisicamente, lo que incluia a personas con discapacidad (Torres Vargas, 2022).

La necesidad de establecer normas claras, que guien tanto a la regulacion de los contenidos mediante
algoritmos de IA como a los trabajadores humanos, ha llevado a las plataformas a publicar politicas de
directrices que podemos resumir y aunar en los siguientes puntos:

Contenido de alta prioridad: explotacién y abuso sexual infantil, violencia grafica, discursos de odio,
acoso o bullying, contenido extremista o terrorista, contenido relacionado con el suicidio o la autolesidn,
desinformacidn peligrosa, contenido que incitan a la violencia o el crimen, contenido relacionado con
drogas, discurso de odio.

Contenidos de prioridad moderada: Desinformacién, contenido relacionado con drogas ilegales,
abuso de animales, violencia basada en género, lenguaje ofensivo, suplantacion de identidad, contenido
grafico perturbador.

Contenidos de prioridad baja: spam y fraude, Teorias de conspiracion, contenido de broma o satira
dafiinas, violencia baja o situaciones perturbadoras.

Los trabajadores pueden ser asignados a una de estas modalidades de contenidos o incluso estar
asignados a todas ellas, es complejo acceder a esta informacién dado los contratos de confidencialidad
que han de firmar. Esta confidencialidad es uno de los grandes problemas pues existe escasa
informacidon sobre sus condiciones de trabajo, dinamicas laborales y en general politicas que utilizan las
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grandes plataformas. Estas clausulas permiten a las organizaciones mantener una praxis con una gran
falta de transparencia (Torres Vargas, 2022)

Como una alternativa a la moderacion de contenidos automatizada y para fomentar un enfoque mas
inclusivo, X amplié su iniciativa conocida como Birdwatch, transformandola en Community Notes. Este
sistema permite a la comunidad de usuarios evaluar y contextualizar la calidad del contenido difundido,
ya sea texto, imagen o video, mediante notas colaborativas visibles para otros usuarios en la plataforma
(Chuai et al,, 2024). Esta accién se implementa inicialmente en Estados Unidos en 2023 y llega a Espafia
en 2024, sin incumplir las medidas establecidas por la DSA, ya que continia presentando sus informes
de transparencia, en los cuales se indica: “Nuestros sistemas de moderacién de contenidos combinan la
revision automatizada y humana con un sélido sistema de apelaciéon que permite a nuestros usuarios
plantear rapidamente posibles anomalias o errores de moderacién” (X Corp, 2024, s.p.).

En 2025, algunas organizaciones dan un paso mas en la moderacién. En enero, el CEO de Meta, Mark
Zuckerberg, realiz6 un comunicado a través de Facebook en el que anuncié que pone fin a los
moderadores de contenidos, sustituyéndolos por un sistema de moderacion basado en los propios
usuarios de la plataforma, siguiendo un modelo similar al implementado por X en Estados Unidos. Sin
embargo, continuard moderando contenido relacionado con drogas, terrorismo y explotacion infantil
(Zuckerberg, 2025). Alexios Mantzarlis, director de Seguridad, Confianza y Proteccién en la Universidad
de Cornell, citado en EI Pais por Limdn (2025) sefiala que "la decisién de no verificar datos y de relajar
la moderacién de contenidos abre la puerta a un incremento del discurso de odio".

Los multiples dafios que puede acarrear la difusion de contenido perjudicial, y la falta de seguridad
en las redes, en un momento tan cambiante y de gran incertidumbre respecto a las decisiones de
plataformas y organismos publicos, hacen necesario un andlisis de la gestion de recursos humanos en la
moderacidn de contenidos desde la perspectiva de la Ley de Servicios Digitales.

3. Objetivos

Evaluar la implementacién de recursos humanos en la moderacién de contenidos en las grandes
plataformas digitales (VLOPs) con mas de 45 millones de usuarios, desde la perspectiva de la Ley de
Servicios Digitales.

Este dato nos permitira conocer si las redes sociales asignan una cantidad adecuada de moderadores
en relacién con sus usuarios activos/idiomas en la Unién Europea (UE)

4. Metodologia

Se emplea una metodologia cuantitativa basada en un enfoque de andlisis documental, revisiéon de
informes, andlisis de datos y evaluacion de los recursos humanos utilizados en la moderacién contenidos
de las plataformas VLOPs, con funcionamiento activo en la Unién Europea.

La investigacion se lleva a cabo en dos fases:

12 Fase : Revisién de informes de transparencias del segundo cuatrimestre del afio 2023 de las
principales plataformas digitales (VLOPs) activas en la Union Europea. Se trata de analizar los recursos
humanos empleados en la moderacion de contenido a partir del primer informe resultante de la Ley de
Servicios Digitales (Comision europea, 2023)

Fuente de datos: Primer informe de transparencia, en cumplimiento de la DSA, correspondiente al
segundo cuatrimestre del 2023. Se utilizan los informes de las principales plataformas: YouTube, Meta
(Facebook, Instagram) Pinterest, LinkedIn, Snapchat y X.

El objetivo es extraer informacién cuantitativa sobre la gestion de recursos humanos en la
plataforma, prestando especial atencién a la cobertura de idiomas oficiales de la organizacién europea.

22 Fase: Andlisis y sintesis de los datos obtenidos de los informes. Llevamos a cabo estadisticas
descriptivas, medidas de proporcidén, indices de equilibrio. El objetivo es integrar los resultados
cuantitativos obtenidos en las fases anteriores para desarrollar una comprension integral sobre el uso
de recursos humanos en la moderacion de contenidos en plataformas digitales.

5. Analisis de Datos

A los datos cuantitativos extraidos de los informes de las grandes plataformas atendiendo al nimero
de moderadores por idiomas, se le ha aplicado la evaluacién de la razén de moderadores/usuarios
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llevada a cabo mediante el clculo de la ratio de la proporcién de moderadores por usuario de cada red
social utilizando la siguiente féormula:

R mu = \frac{M}{U}

Esta ratio (R mu) genera una métrica estandarizada que facilita la comparacién entre las diferentes
plataformas. Los resultados se muestran en la tabla 1:

Tabla 1. Raz6n moderadores por usuarios (Rmu)

Red Social R mu!?
X 11.81
META 4.83
TIK TOK 41.85
YouTube 4.15
Snapchat 17.49
Pinterest 0.97
LinkedIn 3.25

Fuente: elaboracién propia, 2024.

Para evaluar la comparacidn relativa (Rmu), se evalda la consistencia en las proporciones R de las
plataformas, resultado que arroja diferencias notables. El promedio general se sitia en 10.27
moderadores por millén de usuarios destacando una variabilidad extremadamente alta en la dispersion,
lo que indica una distribucién no homogénea (o = 322289.72), reflejando una gran disparidad en la
asignacién de moderadores por usuarios con algunas plataformas excediendo significativamente el

promedio (CV=31347.49%).

La razén por idiomas nos muestra resultados muy dispares. (Tabla 2), el idioma inglés lidera el
promedio (x=298.15) mucho mas que cualquier otro idioma y con un rango extremo (998.6), debido
sobre todo a valores extremados en Tik Tok y Snapchat. Los idiomas mejor balanceados son el espafiol
y el portugués con promedios altos y medianas cercanas, que muestran una cobertura mas uniforme.
Idiomas como el lituano y el griego tienen bajos promedios y medianas nulas, indicando poca inversion

en recursos humanos.

Tabla 2. Promedios, mediana y rangos por idiomas

Idioma Promedio de R Medianade R Rango (imax—min)
Aleman 8.21 3.62 37.60
Bulgaro 6.28 1.42 36.32
Checo 5.53 0.00 32.63
Croata 5.58 0.00 22.22
Danés 6.01 1.80 32.31
Esloveno  15.12 0.00 90.00
Eslovaco 7.15 0.00 48.89
Estonio 3.34 0.00 15.00
Espafiol 8.98 6.33 24.64
Finlandés 4.93 2.83 23.67
Francés 6.73 2.61 27.23
Griego 3.12 0.00 16.27
Holandés 4.55 0.81 23.86
Hingaro  4.27 0.00 23.33
Inglés 298.15 25.35 998.60
Italiano 5.07 2.50 22.16
Leton 10.97 1.00 61.11
Lituano 2.02 0.00 7.50
Polaco 4.44 2.77 19.62
Portugués 16.44 13.33 45.05
Rumano 4.21 1.81 22.57
Sueco 6.19 1.50 33.75

Fuente: elaboracidén propia, 2024.

Para analizar la distribucion de la razén entre los diferentes idiomas de la Unién Europea (Rmui), se
calcula la ratio de la proporcién de moderadores por usuarios segiin idiomas (tabla 3).

1 Ratio Moderadores por millén de usuarios
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Segun esta razdn, el idioma inglés destaca por encima del resto (Rmui=298.15) posiblemente debido
a los valores extremadamente altos en la red Tik Tok. El portugués ( Rmui= 16.44) y el esloveno
(Rmui=15.12) muestran valores con una moderacién media. El lituano (Rmui= 2.02) el griego
(Rmui=3.12) y el estonio (Rmui=3.34) se encuentra entre los idiomas con las ratios mas bajas.

Las redes Tik ToK (o = 207.5) y Snapchat(o = 124.8) muestran una gran variabilidad en los
valores (Rmui) entre idiomas, esto indica que aunque mantiene buenos promedios su cobertura no es
uniforme y existen idiomas con valores muy altos y muy bajos. La red X también mantiene una alta
variabilidad (o = 97.06), presentan valores muy elevados en el idioma inglés, mientras que mantiene
valores 0 en una gran parte de los idiomas.

META(o = 5.04) , Pinterest (¢ = 4.57) y LinkedIn (¢ = 5.50) muestran menos dispersién en la
ratio, lo que indica una cobertura mas uniforme, aunque posiblemente limitada en algunos idiomas.

La desviacién mas sobresaliente se produce en Tik Tok, pues presenta una desviacién estandar muy
elevada que refleja un enfoque intensivo en algunos idiomas pero falta de cobertura en otros.

Tabla 3. Razén moderadores por usuarios (Rmui)/idiomas

Red R mu /redes?

X META TIKTOK YouTube Snapchat Pinterest LinkedIn
Aleman 3.76 6.47 37.78 2.54 3.62 0.18 3.12
Bulgaro 1.42 4.55 36.32 1.67 0 0 0
Checo 0 2.97 32.63 3.13 0 0 0
Croata 0 11.36 22.22 5.45 0 0 0
Danés 0 3.95 32.31 1.8 4.02 0 0
Esloveno 0 7.5 90 15 8.33 0 0
Eslovaco 0 0 48.89 1.16 0 0 0
Estonio 0 3 15 5.38 0 0 0
Espafiol 0.93 4.72 25.57 10.02 13.92 1.40 6.33
Finlandés 0 4.69 23.67 2.83 3.35 0 0
Francés 2.61 412 27.59 2.13 7.68 0.36 2.61
Griego 0 2.97 16.27 2.59 0 0 0
Holandés 0 5.05 23.86 0.81 0 0.2 1.9
Hungaro 0 3.48 23.33 3.09 0 0 0
Inglés 46 2595 101.7 2.46 587.20 18.27 0
Italiano 0.12 5.03 22.28 1.68 3.69 0.2 2.5
Leton 0 1.82 12.86 61.11 0 1.1 0
Lituano 0 2.86 7.5 3.79 0 0 0
Polaco 0 2.77 19.62 2.99 0.69 0 5
Portugués 2.02 6.58 22.73 45.05 0 13 25
Rumano 0 2.87 22.57 2.21 1.81 0 0
Sueco 0 2.96 33.75 1.5 4.56 0.5 0

Fuente: Elaboracién propia, 2024.

La comparacién de cobertura por red social arroja datos muy relevantes (tabla 4), las redes Tik Tok
y YouTube presenta una cobertura practicamente completa, ambas redes cubren 22 idiomas con al
menos un moderador. Meta destaca con un 95.45% de cobertura, tan solo falta la cobertura en un idioma
de los 24 oficiales en la Union europea, teniendo en cuenta que el maltés no es contemplado en ningin
caso y el irlandés forma se asume dentro de la lengua inglesa. El caso de Snapchat (45.45%), Pinterest
(40.91%) y LinkedIn (31.82%), las coberturas son mas limitadas, carecen de moderadores en la mitad
de los idiomas. Por ultimo la red X (31.82%) presenta una baja cobertura, deja sin moderadores una
gran parte de idiomas.

Tabla 4. Comparacion de cobertura por red social

Red Social Idiomas con Cobertura (R>0) Idiomas sin Cobertura (R=0) Porcentaje de Cobertura (%)

X 7 15 31.82%
META 21 1 95.45%
Tik ToK 22 0 100.00%
YouTube 22 0 100.00%

2 0: plataformas con 0 moderadores
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Snapchat 10 12 45.45%

Pinterest 13 40.91%

LinkedIn 7 15 31.82%
Fuente: elaboracidén propia, 2024.

Nel

El rendimiento relativo de los moderadores nos permite tener una idea de la distribuciéon de los
recursos de moderadores segun redes y usuarios (tabla 5).

Asi Tik Tok tiene el mayor rendimiento relativo (72.52) combinando una alta cobertura lingiiistica
con una gran inversion en moderadores, lo que sugiere un enfoque bien distribuido. La red X (66.66) y
Snapchat (63.05) presenta también altos valores, aunque con menor cobertura lingiiistica. Lo que indica
un enfoque mas limitado. Los valores mas bajos los presentan Meta (5.48) YouTube (7.81), Pinterest
(3.88) y LinkedIn (6.69), con una distribucién mas uniforme, pero con menos intensidad por idioma.

Tabla 5. Rendimiento relativo de moderadores

Red Social Total Moderadores (£R) Rendimiento Relativo (Moderadores por Idioma con R>0)

X 466.59 66.66
META 115.07 5.48
Tik ToK 1595.35 72.52
YouTube 171.72 7.81
Snapchat  630.54 63.05
Pinterest  34.92 3.88
Linkedln  46.85 6.69

Fuente: elaboracidén propia, 2024.

Esta variabilidad nos muestra que es posible que existan idiomas que dependan significativamente
de una sola red, para verificar este dato se ha calculado el porcentaje total de cada idioma que
corresponde a cada red social, este dato nos permitira conocer la dependencia (Tabla 6). Segin este
indice la red social Tik Tok es la que mas dependencia muestra para la mayoria de los idiomas, con una
dependencia superior al 50%. YouTube destaca en letén (79.68%) y portugués (39.14))

Idiomas como el eslovaco y el esloveno dependen casi exclusivamente de Tik ToK, lo que podria
suponer una limitacién para estos paises.

Tabla 6. Indice de dependencia por Idioma

Idioma Red con Mayor Porcentaje de
Dependencia Dependencia (%)
Aleman Tik ToK 65.74%
Bulgaro Tik ToK 82.62%
Checo Tik ToK 84.25%
Croata Tik ToK 56.93%
Danés Tik ToK 76.78%
Esloveno Tik ToK 85.04%
Eslovaco Tik ToK 97.68%
Estonio Tik ToK 64.16%
Espafiol Tik ToK 40.66%
Finlandés Tik ToK 68.53%
Francés Tik ToK 58.58%
Griego Tik ToK 74.53%
Holandés Tik ToK 74.89%
Hungaro Tik ToK 78.03%
Inglés Tik ToK 47.85%
Italiano Tik ToK 62.74%
Letén YouTube 79.58%
Lituano Tik ToK 53.00%
Polaco Tik ToK 63.15%
Portugués YouTube 39.14%
Rumano Tik ToK 76.61%
Sueco Tik ToK 77.94%

Fuente: elaboracién propia, 2024.
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6. Discusion

El andlisis de los datos presentados nos arroja informacion sobre la desigualdad en las redes sociales
con a la gestién de los recursos humanos empleados en la moderacion de contenidos. Existen diferencias
notables en la inversion de recursos asignados por las plataformas, lo que podria afectar a la equidad y
la eficiencia de la moderacidn segtin lo exigido por la DSA. Tik Tok se mantiene como lider en promedio
y en rendimiento relativo, a pesar de no tener una cobertura plena en los idiomas oficiales. Meta,
YouTube y LinkedIn mantienen un nivel bajo de asignacidn de recursos. De todas las redes analizadas
Pinterest mantienen una proporcién que podria suponer una carencia en la asignacion de recursos. Esta
precariedad podria generar no solo problemas en la regulacidn de los contenidos, propiciando mensajes
mas violentos, o redes mas inseguras, sino que ademas podria estar afectando a la carga de trabajo de
los moderadores de contenido. En los dltimos meses, son proliferas las noticias con relacién a los riesgos
psicosociales que arrastran este perfil profesional, no solo debido a una sobrecarga laboral, sino también
por la exposicién constante a imagenes impactantes y emocionalmente agotadoras. Ain mas si han de
respetar los minimos de rendimiento marcados por las propias corporaciones, situados en torno al 95%,
de identificacién correcta de contenido perjudicial (Dang et al., 2018).

Para poder analizar detenidamente la adecuacién de recursos humanos en la moderacién de
contenidos seria indispensable conocer el volumen de produccién de cada plataforma, pero este dato
no consta en los informes de transparencia, tampoco supone un requisito en la Ley DSA. Silo es, informar
del nimero de usuarios a pesar de que conocer este dato puede ser poco ttil a la hora de analizar los
recursos, pues ha de distinguirse entre usuarios activo, usuarios pasivos y usuarios creadores de
contenidos. Puede ocurrir que una red posea un elevado nimero de usuarios y que estos sean
mayormente pasivos produciendo un volumen menor de contenidos que una red con menor ndmero de
usuarios pero con mayor actividad en la creacién de contenidos. El valor del dato de la produccién de
cada plataforma deberia ser tenido en cuenta en los informes de transparencia, no solo para certificar
la seguridad en la red sino también para salvaguardar la salud psicosocial de los moderadores. Asi por
ejemplo, si tomamos los datos de volumen de videos publicados en YouTube (Ceci., 2023); 720.000
horas de contenido al dia, y establecemos la ratio de horas que debiera evaluar cada moderador- sin
tener en cuenta el idioma- tendriamos un total de 389.8 horas por moderados, razdn totalmente fuera
de los limites.

Otro dato de vital importancia para analizar la adecuada gestiéon de recursos seria examinar la
distribuciéon de moderadores vs idioma. Los resultados de este andlisis reflejan un claro predominio de
la moderacién en el idioma inglés, que supera por amplio margen al resto, esto refleja una concentracién
significativa de recursos de moderadores en este idioma. Los idiomas como el portugués y el esloveno
destacan con valores moderados lo que implica una cobertura aceptable en algunas redes, pero
limitadas en otras. El lituano, el griego y el estonio tienen cifras significativamente bajas, e incluso
presentando ausencia de moderadores en algunas redes.

Redes como Snapchat, Pinterest y LinkedIn, y X presentan una cobertura muy limitada, con menos
de la mitad de idiomas representados, lo que sugiere una inversion insuficiente en moderacion
multilingiie.

Las redes que alcanzan mayor cobertura lingiiistica son Tik ToK y YouTube. Aunque en el caso de Tik
Tok se produce una gran desigualdad en la intensidad de moderacién segin idioma, esta circunstancia
podria deberse a una estrategia regional o comercial que prioriza ciertos mercados lingiiisticos. Estos
datos muestran ademas una dependencia extrema de la red Tik Tok ya que en los 20 de los 22 idiomas
presentes, equivale a mas del 50% del total de los moderadores asignados. Idiomas como el eslovaco y
el esloveno, evidencian riesgos significativos en caso de cambio de politica de moderacion de esta red.

En el caso de YouTube destaca su papel en los idiomas letén y portugués, lo que podria significar una
oportunidad para diversificar la cobertura en otros idiomas.

Con relacion al equilibrio de cobertura por idioma, el espafiol y portugués arrojan los valores mas
balanceados, con promedios altos y medianas cercanas, lo que refleja una moderacién mas uniforme en
comparacion con otros idiomas. Los promedios del lituano y el griego son los que presentan datos mas
preocupantes, pues muestra promedios bajos con medianas cercanas al 0, lo que supone una falta de
inversién y un incremento en riesgos de contenido dafiino publicado en estos idiomas.

Estos datos nos muestran un desequilibrio en la distribucién de moderadores en los diferentes idiomas
de la Unidn Europea, de la que queda completamente excluido, de partida, el idioma maltés, idioma
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oficial en la organizacidn. La distribucién desigual de recursos en las redes plantea preguntas sobre la
equidad en la moderacion, esto puede suponer que algunas comunidades de idiomas con bajos
promedios puedan estar mas expuestas a contenidos nocivos por falta de supervision. Por otro lado la
alta dependencia de ciertos idiomas hacia redes especificas constituye un alto riesgo sistémico, pues el
cambio de politicas en las moderaciones podria suponer dejar sin moderacién adecuada a comunidades
enteras.

7. Conclusiones

La Comisién de la Union Europea se pronuncié sobre los informes, analizados en este articulo,
presentados en el ejercicio del segundo cuatrimestre del afio 2023 con relacién al cumplimiento de la
ley DSA, reportando tan solo una denuncia hacia la red X por falta de transparencia en los datos y
carencia de verificacion de las cuentas. Ademas se inici6 una investigacion a la red META por exceso de
publicidad engafiosa, y a Tik Tok se le abri6 una investigacion sobre la proteccidon de los menores, por
su disefio adictivo generado en su aplicacién Tik Tok Lite, que incentivaria a los menores a utilizar la
herramienta a cambio de recompensas. (Wittek, 2024)

Atendiendo al dictamen de la comisién entendemos que el papel de las plataformas con relacién a la
gestidn de recursos de moderacidn de contenidos es totalmente correcto, a pesar del desequilibrio que
hemos manifestado en este estudio, sin considerar las implicaciones posibles en las diferentes
comunidades.

La inversidn de recursos humanos destinada a la moderacién de contenidos no solo debe ser
significativa, sino también estratégicamente distribuida para cubrir las necesidades especificas de los
usuarios en términos de idioma y cultura.

En la Unién Europea existe 24 lenguas oficiales, y aunque la Ley de Servicios Digitales, no refleja de
manera explicita la necesidad de cubrir la moderacién de contenidos integramente todas las lenguas
oficiales, el organismo, si apoya el multilingiiismo y considera la necesidad del reconocimiento y defensa
de las lenguas, que permiten una mayor competitividad y cohesion social, asi lo defiende la Carta de los
derechos fundamentales de la UE (2000).

Un enfoque equitativo implicaria que el nimero de usuarios se ajusta proporcionalmente al volumen de
moderadores, al volumen de los contenidos y a la diversidad de idiomas. Es imprescindible asegurar la
representacion lingiiistica para proteger los derechos fundamentales de los ciudadanos y garantizar la
experiencia inclusiva en las plataformas. La exclusion de una lengua podria derivar en una
desproteccidn sistematica de sus hablantes dejado un vacio critico en la capacidad de atender denuncias
o regular contenidos nocivos. Esta circunstancia no solo pone en riesgo a los usuarios de las plataformas
sino que puede suponer una amenaza en la cohesion social y una falta de respeto a la diversidad cultural.
Seria imprescindible analizar las implicaciones éticas y sociales consecuentes de la desigualdad en la
asignaciéon de moderadores, especialmente en contextos de lenguas minoritarias.

La razén de proporcién inadecuada de moderadores por usuarios puede ademads tener consecuencias
graves en la retirada de material perjudicial, que puede verse ralentizada o incluso puede pasar
desapercibida ocasionando una falta de control que genere un entorno digital mas hostil. Las cifras
entregadas en los informes de transparencia en el cumplimiento de la Ley DSA, son insuficientes para
evaluar si esta proporcidn es adecuada y si realmente las empresas tecnolégicas estan asumiendo la
responsabilidad de invertir de manera justa y estratégica en la moderacién de contenido.

Estas cifras son también, deficientes para analizar realmente el volumen de trabajo real que cada
moderador tiene, y el impacto de la naturaleza de los contenidos, dato que seria imprescindible para
evaluar la situacion real. El desempefio del trabajo bajo condiciones inadecuadas, puede suponer un
riesgo psicosocial no contemplados como enfermedades profesionales, segiin el cuadro reglamentario
de enfermedades profesionales, lo que deja desprotegido al trabajador.

Lanuevaley deberia exigir estandares estructurales en la asignacidn de recursos humanos y recursos
de IA, que protegieran al trabajador, y permitiera una moderacion de recursos adecuada que se reflejase
en la seguridad de la red respetando ademas la multiculturalidad.

La moderacién de la IA, requiere de supervision humana como lo demuestra los resultados arrojados
por la investigacion realizada por la Agencia de los Derechos Fundamentales de la Uni6on Europea
llevado a cabo en noviembre del 2023. En este estudio se analizaron 350.000 publicaciones, concluyeron
que de las 1.500 publicaciones previamente evaluadas por herramientas de moderacién de contenidos
(IA) con aprobacion, el 53% recibieron la consideracion de discursos de odio por parte de observadores
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humanos. El director de la Agencia en la presentacién de este estudio pidi6 reforzar la moderaciéon de
contenidos para frenar el odio en redes:

“El gran volumen de odio que identificamos en las redes sociales muestra claramente que la UE, sus
Estados miembros y las plataformas digitales pueden intensificar sus esfuerzos para crear un espacio
online mas seguro para todos y que respete los derechos humanos, incluida la libertad de expresion. Es
inaceptable atacar a persona online solo por su género, color de piel o religion” (Vilas, 2023)

Frente a estas conclusiones y precisamente en nombre de la libertad de expresiéon las plataformas
estan renunciando a la moderacién de contenido, lo que ha suscitado alerta en diferentes foros como el
que ha tenido lugar el pasado mes de enero de 2025: El Foro Econémico Mundial de Davos, en el que se
concluy6 que la renuncia de las redes a moderar su contenido conducira a una mayor erosion de la
democracia.

El debate se ha desplazado, bajo el lema libertad de expresion, hacia derroteros peligrosos que
pueden provocar no solo esa erosion en la democracia sino también perjuicios graves a nivel individual
en el sujeto, y a nivel general en la sociedad. La regulaciéon de la moderacién de contenidos es
imprescindible para poder garantizar comunicaciones seguras. Las grandes compaiiias tecnolégicas
deben invertir en recursos humanos y garantizar condiciones laborales adecuadas que permitan el
desarrollo laboral sin malograr la integridad psicosocial del trabajador. De igual modo que es
fundamental que las autoridades establezcan legislaciones para regular los contenidos en las redes
sociales, ya que esto contribuye a prevenir la desinformacion, proteger los derechos de los usuarios y
garantizar un entorno digital mas seguro y equitativo para todos.
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