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ABSTRACT 

This study investigates the censorship and self-censorship of young 
university students on two of the most popular social media platforms: 
Instagram and TikTok. The research focused on how these students 
perceive censorship on both platforms and how this perception translates 
into self-censorship behaviour. It explores the perceived similarities and 
differences between the two networks and determines which one presents 
a more restrictive environment for freedom of expression. A non-
experimental study was conducted with a sample of 502 students. The 
findings reveal a unanimous perception of censorship and a corresponding 
self-censorship response among the young participants. 
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1. Introduction 
 
he objective of this research is to analyse the phenomenon of censorship and self-censorship 
among young university students on the social networks Instagram and TikTok. The study will 

examine the content control practices implemented by the platforms, as well as young people's 
perception of censorship, self-censorship and the influence of both on their online behaviour. 

The issue of internet control and censorship has become a matter of growing global concern, 
particularly as most internet users are young people (Vizcaíno-Laorga et al., 2019). A diverse array of 
entities and governments have adopted regulatory measures to control online content, impacting 
freedom of expression, access to information, and privacy. Social networks, such as Instagram and 
TikTok, employ artificial intelligence systems for content moderation, giving rise to ethical and legal 
challenges related to censorship (Conde, 2024). In this paper, an attempt has been made to assist the 
scientific community in clarifying the issue by providing an analysis of data collected from young 
university students in the Madrid region through a survey on their online behaviour on both social 
networks. 

1.1. Censorship on Social Media 
Social media platforms, as private entities, have the capacity to establish their own rules of use within 
the framework of the contracts of adhesion they conclude with users. While this could be defended on 
the basis of the autonomy of private will, it is also logical to defend that this autonomy is subject to 
legality, morality and public order. The content control exercised by private entities on social networks 
has been shown to have effects comparable to state censorship, even amplified by the viral nature of the 
Internet (MacKinnon, 2012). In such cases, these private entities should assume responsibility for 
content uploaded or created by users when it has not been blocked or deleted, as they have control over 
it and have exercised active moderation (San Juan, 2021). 

In light of these considerations, it is crucial to establish limits to the autonomy of the private will in 
order to protect fundamental rights, especially since the Internet has become the main source of access 
to information, so that the right to private autonomy, on the one hand, and freedom of expression, 
recognised in all Western constitutions, on the other, seem to be in conflict. The automatic filtering of 
content, although justified by the fight against fake news, piracy or child pornography, poses a 
significant risk to the fundamental rights of users, especially freedom of expression and information, 
since "without access to information, genuine freedom of expression is not possible" (Sturges, 2010, p. 
21). 

Some authors, such as San Juan (2021), address the evolution of censorship in the context of digital 
platforms. The author posits that, while traditional censorship has historically been associated with the 
intervention of state and religious powers, contemporary social networks wield significant control over 
the dissemination of information, a development that gives rise to grave concerns regarding freedom of 
expression and access to information. The prohibition of prior censorship, enshrined in Article 20.2 of 
the Spanish Constitution, does not apply in the same way to the actions of private companies that 
manage social networks. These platforms, by filtering and blocking content, can have comparable and 
even more severe effects than state censorship, due to the expansive nature of the Internet and its 
capacity to amplify the dissemination of information. Furthermore, the discourse encompasses the 
phenomenon of "fake news" and its repercussions on freedom of expression. Whilst content control may 
be intended to combat disinformation, it also carries the risk of violating fundamental rights. The author 
proposes a balanced approach, integrating content regulation with the promotion of education and 
media literacy among users (San Juan, 2021). 

In addition, other authors examine how content moderation decisions on social media are influenced 
by cultural values and regulatory pressures (Gillespie, 2018). Balkin (2004) proposes a theory of 
freedom of expression in the information society, exploring how to preserve it in the digital context. 
Furthermore, analysis of the social networking strategies employed by audiovisual platforms is 
undertaken, with a particular emphasis on the idiosyncrasies of each platform (Martínez-Sánchez et al, 
2021). Other authors draw attention to the distinction between censorship and the Streisand effect, a 
paradoxical phenomenon whereby attempts to censor information can result in its wider dissemination, 
thus marking a milestone in the understanding of perceived censorship (Stewart and Bunton, 2016). 

T 
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The role of Artificial Intelligence in content moderation is crucial. Algorithms are utilised to detect 
and remove content that contravenes platform rules and is deemed inappropriate, including hate 
speech, violence, child pornography, and misinformation (Jansen and Martin, 2015). AI systems operate 
through two primary mechanisms: matching and classification. Matching involves the comparison of 
content with a database of examples, while classification analyses patterns in the data to identify 
problematic content without the need for an exact match. Classification is the most widely used 
technique in social media content moderation (Gorwa et al., 2020). The utilisation of AI in this domain 
offers several advantages, including cost reduction, enhanced content coverage, optimised efficiency, 
and expedited detection of inappropriate content (Llansó et al., 2020). While this can be useful in 
combating illegal content, it can also lead to censorship of legitimate expression (Rosales et al., 2024). 

1.2. Self-Censorship on Social Media 
Self-censorship is a complex phenomenon that occurs when users limit their own expression for fear of 
negative consequences. This fear can come from different sources, such as the possibility of being 
criticised, attacked or even blocked by the platform (Pérez et al., 2019). 

Based on the sources consulted, we shall take a look at some key points about self-censorship on 
social networks. For instance, users may self-censor due to a fear of negative reactions, judgement, 
criticism, or even attack for their opinions. Furthermore, self-censorship can emerge as a means to avoid 
conflicts with family, friends or at work, as well as to avoid damaging one's reputation (Gomes-Franco-
Silva and Sendín-Gutiérrez, 2014). Some authors argue that today's culture promotes inclusion, which 
can lead people to censor themselves in order to avoid social exclusion. The pressure to adhere to 
political correctness can result in the avoidance of sensitive issues or the modification of language to 
avoid offending others. Self-censorship can be seen as a filter that people impose on themselves to avoid 
problems, as social networks allow users to read their own posts before they are published, which can 
lead to self-regulation or self-censorship. This filter can be internal, in which case the individual 
determines what not to publish, or it can be imposed by society. In the online sphere, users wield greater 
autonomy over their expression, yet they are also more vulnerable to public scrutiny (Serrano, 2016). 

This phenomenon prompts the consideration that self-censorship can impede freedom of expression, 
prompting individuals to refrain from articulating their ideas due to a sense of fear. While some authors 
advocate for the importance of uninhibited expression, they also emphasise the need for people to be 
aware of the impact their words may have on others, and to modulate the tone of their arguments so as 
not to offend. Conversely, others advocate for an unbridled freedom of expression, devoid of any form 
of moderation, provided it does not transgress legal boundaries (Pérez and El Mecky, 2024). 

In summary, self-censorship on social networks is a complex phenomenon that reflects the tension 
between the need to express oneself freely and the fear of social consequences. While self-censorship 
can be a means of avoiding conflict, it can also limit the diversity of opinions and freedom of expression 
online. 

2. Methodology and Objectives 
The fundamental objective of this study is to ascertain how young university students perceive the 
censorship generated by the TikTok and Instagram platforms and how this perception manifests as self-
censorship behaviour in response. The central aim is to ascertain the similarities and differences 
perceived by young people between the two networks and which of them offers a more or less restrictive 
environment in terms of the combination of freedom of expression and respectful behaviour.  

To achieve the proposed objective, after conducting a descriptive theoretical analysis at the 
beginning of this research, we carried out fieldwork consisting of analysing the perception of censorship 
and self-censorship, measured in key aspects such as whether they have been subject to censorship in 
their publications on both social networks, in which one they believe censorship is more intense, 
whether they perceive it to be preceding, simultaneously or a posteriori to the publication of posts, 
whether they have modified their behaviour when generating content based on previous experiences of 
censorship, whether they perceive the censorship activity of both platforms as fair or unfair, whether 
they believe that such censorship is in pursuit of laudable or spurious objectives, and whether they 
resort to trickery to circumvent the platforms' possible censorship activity. 
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The fieldwork for this study was conducted through a non-experimental research design, utilising an 
online questionnaire with four types of alternative responses based on the Likert scale (A 
LOT/MODERATELY/LITTLE/NONE). The study sample was drawn from a convenience sample of 502 
students from various universities in the Community of Madrid. The questionnaire comprised a series 
of 24 questions (listed below from 1 to 24). This methodology will allow the researchers to obtain 
numerical data on the perception of censorship and self-censorship among young university students, 
as well as to carry out statistical analyses to identify patterns and relationships between the variables 
studied. While the primary focus of our research is on the experience of young university students in 
the Community of Madrid, the results can be generalised, with a high degree of reliability, to other 
student populations, given the substantial number of questionnaires collected, as well as the affiliation 
of the respondents, who belonged to both public and private universities throughout the region. 

However, it is important to note that the fieldwork was conducted in accordance with the ethical 
principles of human research. Prior to the administration of the survey, written informed consent was 
obtained from all participants, and the anonymity and confidentiality of the data collected was 
guaranteed. 

The survey was meticulously designed to collect pertinent information on: 

• Perceptions of censorship: students were asked about their awareness of Instagram and TikTok's 
content moderation policies, and whether they believed these policies were applied fairly and 
transparently. 

• Experiences of censorship: we asked whether students had experienced censorship on these 
platforms, either through content removal, account suspension or limited visibility. 

• Self-censorship: students were invited to indicate how frequently they self-censor on Instagram 
and TikTok, and to specify the primary motivations behind such self-censorship. 

• Elements of self-censorship: Our study explored variables related to gender, political ideology, 
xenophobia, the human body and violent communication as drivers of self-censorship. 

In a subsequent section of this paper, the results obtained from the field research will be presented 
and analysed, providing the indicative conclusions drawn from the answers given by the respondents. 

The questionnaire was initiated with a comprehensive, academic, and scientific definition of the 
terms "censorship" and "self-censorship" in the context of social media. This definition was provided for 
the purposes of this study, ensuring that respondents could associate the issues raised with their own 
practices concerning the consumption and creation of content on the two social networks under study. 
Prior to the commencement of the survey, respondents were informed that the term "censorship" in the 
context of social networks is defined as "the suppression or modification of communicative content 
(texts, images, speeches, etc.) that is considered offensive, subversive, politically unacceptable or 
harmful to the public good", as well as "the control of content and the blocking of user accounts that is 
carried out in social networks" (San Juan, 2021, p. 23). 

Self-censorship in social networks can be defined as "the voluntary restriction that an individual or 
institution exercises over its own expressions for fear of social, legal or economic reprisals" (Pino et al, 
2022, p. 128). 

In the survey's introduction, the terms "gender," "political ideology," "xenophobia," "human body," 
and "violent communication" were defined for the study's participants, ensuring a precise 
interpretation of the research questions. Specifically, it was explained that: 

• The gender-related question aims to investigate instances of self-censorship pertaining to gender 
ideology and behaviour, or attitudes that may be ethically or punitively reprehensible in relation 
to gender. 

• The question on political ideology aims to investigate instances of self-censorship in aspects 
related to ideological criticism, identification of the respondent's political ideology or political 
stance. 

• The question on xenophobia aims to investigate self-censoring behaviour in any manifestation 
bordering on offensive behaviour towards other people, linked to race, religion or geographical 
origin, in any environment (social, sporting, artistic, cinematographic, etc.). 
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• The question on the human body aims to investigate self-censorship in relation to the 
representation of the body or parts of the body, understanding them solely in terms of their sexual 
function. 

• The question on violent communication aims to investigate self-censorship in relation to the use 
of offensive, hurtful, hateful or violence-inciting language. 

The questionnaire comprised the following questions, designed to address all aspects of this 
research, with the aim of enabling us to draw reliable conclusions that respond to the stated 
objectives: 

1. To what extent are you aware of the content moderation policies on Instagram and TikTok?   
2. To what extent do you believe these policies are fair, transparent, and well-explained?   
3. To what extent do you experience censorship on Instagram, whether through content removal, 

account suspension, or reduced visibility?   
4. To what extent do you experience censorship on TikTok, whether through content removal, 

account suspension, or reduced visibility? 
5. To what extent do you experience censorship on the Instagram platform before posting content 

or writing a comment on a post? 
6. To what extent do you experience censorship on the TikTok platform before posting content or 

writing a comment on a post? 
7. To what extent do you experience censorship on the Instagram platform while posting content 

or writing a comment on a post? 
8. To what extent do you experience censorship on the TikTok platform while posting content or 

writing a comment on a post? 
9. To what extent do you experience censorship on the Instagram platform after posting content or 

writing a comment on a post? 
10. To what extent do you experience censorship on the TikTok platform after posting content or 

writing a comment on a post? 
11. To what extent have you modified your behaviour when creating content based on prior 

experiences of censorship on Instagram? 
12. To what extent have you modified your behaviour when creating content based on prior 

experiences of censorship on TikTok? 
13. To what extent do you self-censor due to gender-related issues on Instagram? 
14. To what extent do you self-censor due to gender-related issues on TikTok? 
15. To what extent do you self-censor due to political ideology issues on Instagram? 
16. To what extent do you self-censor due to political ideology issues on TikTok? 
17. To what extent do you self-censor due to xenophobia-related issues on Instagram? 
18. To what extent do you self-censor due to xenophobia-related issues on TikTok? 
19. To what extent do you self-censor your body on Instagram? 
20. To what extent do you self-censor your body on TikTok? 
21. To what extent do you self-censor violent communication on Instagram? 
22. To what extent do you self-censor violent communication on TikTok? 
23. To what extent do you attempt to evade the censorship activities of the Instagram platform? 
24. To what extent do you attempt to evade the censorship activities of the TikTok platform? 

In the subsequent section, the results obtained will be subjected to detailed analysis and 
interpretation, with a view to drawing conclusions that are commensurate with the object of study in 
our research. 

3. Data Analysis and Results 
This section presents the results obtained during the fieldwork in the data collection stage, in which an 
online questionnaire was designed using the Google Forms tool. 

The questionnaires were disseminated to the students selected as the study population from 2 to 20 
December 2024, resulting in a total of 505 completed questionnaires. Following the processes of data 
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organisation, data cleansing, and the elimination of questionnaires with unanswered responses, a total 
of 502 valid questionnaires remained. The subsequent presentation of the items contained in the 
questionnaire is accompanied by the implementation of graphs as the optimal visualisation element, on 
which axiomatic analyses are carried out according to the results represented in each one of them.  

The questionnaire commences with an initial question regarding the respondent's familiarity with 
the moderation policies for content disseminated on Instagram and TikTok social media platforms. This 
serves to establish the respondents' awareness of these regulations and the importance they attribute 
to them. As illustrated in Figure 1, while the results demonstrate a certain degree of equality, a higher 
percentage of respondents report a high or moderate degree of knowledge about the issue, with a total 
of 57.9%, compared to those who report having no or little interest, with a total of 42.1%, in the policies 
for publishing content on Instagram and TikTok. 

 Figure 1. To what extent are you aware of the content moderation policies on Instagram and TikTok? 

 
Source: Own elaboration, 2025. 

The second question, illustrated in figure 2, enquires as to the extent to which respondents consider 
the content publication policies on Instagram and TikTok to be fair and transparent. A mere 5.3% of 
respondents consider them to be fair and well explained, however, when combined with the 57.9% of 
respondents who consider them to be moderately fair, this results in a total of 63.2%. This suggests that, 
in general, young people consider them to be acceptable. The percentage of 36.9% who think the 
opposite is not negligible, so we could ask the platforms to improve this aspect by increasing 
transparency. 

Figure 2. To what extent do you believe these policies are fair, transparent, and well-explained? 

 
Source: Own elaboration, 2025. 

In question 3, respondents are invited to provide reflections on their experiences of censorship on 
Instagram. The results indicate that 47.4% of respondents have encountered some form of restriction 
on their publications. This finding suggests that the limitation of content to users in various professional 
domains is a prevalent practice on this social network and constitutes a component of the community 
standards delineated on the platform itself (Instagram, 2025). 
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Figure 3. To what extent do you experience censorship on Instagram, whether through content removal, 
account suspension, or reduced visibility? 

 
Source: Own elaboration, 2025. 

In this particular line of enquiry, the fourth question pertaining to the social network TikTok reveals 
that 36.9% of respondents have observed limitations in their interactions on this social network. 
However, this figure is notably lower than the proportion cited above for the Instagram social network. 
The analysis indicates that the predominant experience of censorship across both networks falls within 
the middle range, categorised as "Little" or "Moderately," with a marginal number perceiving censorship 
to be high. 
 

Figure 4. To what extent do you experience censorship on TikTok, whether through content removal, 
account suspension, or reduced visibility? 

 
Source: Own elaboration, 2025. 

In questions 5, 6, 7, 8, 9 and 10, the questionnaire design is implemented to obtain data from the 
study population regarding the time variable: before the publication, at the time of publication and after 
publication in both social networks under study. With regard to the previous time instant, the subjects' 
feeling of censorship is greater on Instagram with 51.7% compared to 26.3% on TikTok (see figures 5 
and 6), a significant difference, which contrasts with the data shown in figures 7 and 8, which refer to 
the time instant while the action of adding content to the social network is executed. In this case, the 
percentages are almost identical on both social networks, with 63.1% of the subjects surveyed. 

The final term, pertaining to the time variable of analysis, referring to the instant after the 
publication, exhibited analogous values to those of "A lot" and "Moderately" across both social networks. 
However, a discrepancy was observed in Instagram, where respondents reported a total of 57.9%, in 
contrast to the 52.6% recorded in TikTok. Overall, the study population demonstrated a heightened 
perception of censorship and limitations imposed on Instagram compared to TikTok in the time 
windows before and after posting. However, the user experience evinces a similar sentiment of 
censorship when posting on both social networks. 
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Figure 5. To what extent do you experience censorship on the Instagram platform before posting content or 
writing a comment on a post? 

 
Source: Own elaboration, 2025. 

 

Figure 6. To what extent do you experience censorship on the TikTok platform before posting content or 
writing a comment on a post? 

 
Source: Own elaboration, 2025. 

 

Figure 7. To what extent do you experience censorship on the Instagram platform while embedding content 
or commenting on a post? 

 
Source: Own elaboration, 2025. 

 

 

 

  

156



Censorship and Self-Censorship of University Students 
on Instagram and TikTok 

 
 

Figure 8. To what extent do you experience censorship on the TikTok platform while posting content or 
writing a comment on a post? 

 
Source: Own elaboration, 2025. 

 

Figure 9. To what extent do you experience censorship on the Instagram platform after posting content or 
writing a comment on a post? 

 
Source: Own elaboration, 2025. 

 

Figure 10. To what extent do you experience censorship on the TikTok platform after posting content or 
writing a comment on a post? 

 
Source: Own elaboration, 2025. 

In questions 11 and 12 of the questionnaire, respondents were invited to report on behaviour on 
both social networks based on their previous experiences (see figures 11 and 12). It is noteworthy that 
42.1% of respondents indicated that they do not condition their interaction on the TikTok social 
network on the basis of previous experiences. This item represents a change in trend and a turning point 
in the questionnaire, in which, until this question, one could sense a greater inclination, based on the 
results obtained and the references consulted in other authors, such as Heath (Heath, 2022), towards 
less intrusion by the content moderation algorithm on the TikTok platform.    
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Figure 11. To what extent have you modified your behaviour when creating content based on prior 
experiences of censorship on Instagram? 

 
Source: Own elaboration, 2025. 

Figure 12. To what extent have you modified your behaviour when creating content based on prior 
experiences of censorship on TikTok? 

 
Source: Own elaboration, 2025. 

Questions 13 and 14 address the subjects of gender and self-censorship. It is evident that social 
networks often function as digital spaces that reproduce and amplify issues of gender inequality. 
Particularly noteworthy is the perception of Instagram as a hostile environment for women, 
characterised by a notable pressure to adhere to hegemonic patterns and beauty standards (Piñeiro-
Otero & Martínez-Rolán, 2024). The data obtained demonstrate that there is a state of equality in the 
social networks under study, since in both social networks, the values of "A lot" and "Moderately" obtain 
the same percentage, with a total sum of 31.6% of respondents.   
 

Figure 13. To what extent do you self-censor due to gender-related issues on Instagram? 
 

 
Source: Own elaboration, 2025. 
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Figure 14. To what extent do you self-censor due to gender-related issues on TikTok? 
 

 
Source: Own elaboration, 2025. 

Questions 15 and 16 address the issue of political self-censorship. The phenomenon of political self-
censorship in social media is an intrinsic feature of these networks, caused by hate messages that 
undermine freedom of expression, which should be a goal in all democratic societies (Martínez-Valerio 
and Mayagoitia-Soria, 2021). In a political context, Instagram and TikTok have been shown to be potent 
instruments for the dissemination of political information among young people, with the potential to 
induce self-censorship among ordinary users in the interest of aligning with relevant figures, leaders, 
and political influencers (Bilewicz and Soral, 2020).  The present study reveals a higher percentage of 
respondents, 10.5%, expressing moderate self-censorship on the social network TikTok compared to 
the data obtained on Instagram. 

 
Figure 15. To what extent do you self-censor due to political ideology issues on Instagram? 

 
 

 
Source: Own elaboration, 2025. 

Figure 16. To what extent do you self-censor due to political ideology issues on TikTok? 
 

 
Source: Own elaboration, 2025. 
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It is important to note that items 17 and 18, with the figures shown in the corresponding figures, are 
related to the data previously presented in this paper and analysed in figures 15 and 16. Previous studies 
and academic research have demonstrated the relationship between xenophobia and political 
polarisation with hate speech on social networks (Evolvi, 2019). This assertion is corroborated by the 
findings presented in Figures 17 and 18, which illustrate comparative data for the "Moderately" 
category on Instagram and TikTok. In comparison, the data obtained for the "A lot" value shows a lower 
net percentage of 10.6% of respondents reporting less self-censorship for xenophobic issues on both 
social networks. 

 
Figure 17. To what extent do you self-censor due to xenophobia-related issues on Instagram? 

 

 
Source: Own elaboration, 2025. 

Figure 18. To what extent do you self-censor due to xenophobia-related issues on TikTok? 
 

 
Source: Own elaboration, 2025. 

Instagram is a social network that has sought to differentiate itself from other social networks since 
its inception. It has done so by clearly identifying itself as a platform that prioritises images, in a 
neoliberal social context where individualism and the generous politicisation of the male and female 
body prevail (Bard and Magallanes, 2021). Paradoxically, it is a social network with a high degree of 
intervention in the publication of content if the images explicitly show certain areas of the male or 
female body, showing a sexualised bias (Sánchez-Holgado and Benito, 2024). This assertion is 
substantiated by the data presented in Figure 19, which indicates that 42.1% of respondents self-censor 
their content on Instagram in relation to issues concerning the body. It is also noteworthy that data 
relating to the social network TikTok shows that 31.6% of students surveyed self-censor their bodies to 
a high degree, which, when combined with the 26.3% of students who indicate that they moderate their 
content moderately, exceeds the total percentage of Instagram users who self-censor. This would allow 
us to define the social network TikTok as a platform that incorporates a high rate of intervention in 
matters relating to the display of content in which the body or parts of it are shown in publications. 
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Figure 19. To what extent do you self-censor your body on Instagram? 

 
Source: Own elaboration, 2025. 

Figure 20. To what extent do you self-censor your body on TikTok? 

 
Source: Own elaboration, 2025. 

Questions 21 and 22 investigated self-censorship of violent communication, understood as any form 
of expression that incites physical violence against individuals or groups, that which promotes hate 
speech or racial discrimination, as well as explicit graphic content or even communications with 
malicious misinformation. Figures 21 and 22 illustrate the data obtained, in which an average of 68.5% 
and 57.9% of respondents recognise that they self-censor content published on Instagram and TikTok, 
respectively, that could be classified by the social network as a violent message. 
 

Figure 21. To what extent do you self-censor violent communication on Instagram? 
 

 
Source: Own elaboration, 2025. 
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Figure 22. To what extent do you self-censor violent communication on TikTok? 

 
Source: Own elaboration, 2025. 

The final questions of the questionnaire, numbers 23 and 24, enquired about students' practices in 
attempting to circumvent censorship in general terms. The data presented in figures 23 and 24 below 
reveal that 5.3% of respondents indicated that they do not attempt to circumvent censorship on 
Instagram, while 26.3% of respondents reported attempting to do so on the social network TikTok. The 
proportion of respondents who expressed a strong opinion, categorised as 'A lot' or 'Moderately', was 
57.9% on the Instagram network, while on the TikTok network, this proportion was 42.1%, 
representing a 15.8 percentage point difference. This finding suggests that respondents' increased 
engagement in circumventing censorship on Instagram relative to TikTok may be attributable to a 
perceived higher level of censorship on the Instagram network. 

This question is considered to be pivotal, as it has the potential to elucidate significant aspects of the 
subject under investigation. In the event that users of a given platform engage in practices intended to 
circumvent the censorship of their content, it can be deduced that they are experiencing heightened 
pressure in this regard, and that their behaviour is demonstrably influenced by the censorship policies 
of the network. In this regard, it can be concluded that Instagram exerts a greater degree of influence on 
the perception of censorship among young students compared to TikTok. 

 
Figure 23. To what extent do you attempt to evade the censorship activities of the Instagram platform? 

 

 
Source: Own elaboration, 2025. 
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Figure 24. To what extent do you attempt to evade the censorship activities of the TikTok platform? 
 

 
Source: Own elaboration, 2025. 

4. Discussion and Conclusions 

The present study was conducted with the explicit objective of ascertaining the degree of perception of 
censorship of one's own content in publications and self-censorship on the social networks Instagram 
and TikTok among university students in the Community of Madrid in December 2024. Consequently, a 
secondary objective was established with the aim of analysing the behavioural patterns exhibited by 
these users regarding the publications made on the aforementioned social networks. 

Some key aspects of the content publication policies of both social networks have been found to share 
some commonalities, including aspects such as copyright, disinformation, and privacy treatment. 
However, it is important to note that the present investigation has been conducted within the regulatory 
framework for the publication and management of content classified as inappropriate. It is crucial to 
emphasise the role of algorithms in detecting and moderating content, as they play a pivotal part in the 
censorship process. It is acknowledged that companies do not disclose the operational principles of their 
content moderation algorithms; however, certain aspects can be deduced from their usage policies, in 
conjunction with the outcomes observed from their users' experience in disseminating content, as 
outlined in Section 3 of this research. A notable finding is that 47.4% of survey respondents reported 
experiencing censorship on Instagram, while 36.9% reported experiencing it on TikTok. Of these 
respondents, 5.5% indicated that they had encountered a high degree of content moderation and 
censorship on both platforms. This content, in the publication stage, is refined by moderation 
algorithms, defined as a set of defined, systematic, ordered and finite instructions determined in the 
following axes. 

It can be concluded that the algorithms of the two social networks under scrutiny are programmed 
to identify keywords, phrases and hashtags associated with content that is deemed inappropriate, 
violent, discriminatory or in contravention of community rules. Furthermore, techniques based on 
artificial intelligence are employed for the recognition of images and videos with the aim of detecting 
explicit or violent content or content that promotes illegal activities, to be censored. Furthermore, it has 
been determined that user complaints constitute a significant signal for the algorithms. Specifically, it 
has been observed that posts receiving numerous complaints are more likely to be reviewed by a human 
moderator and are also more likely to be deleted. The automatic collection of user activity by platforms 
engenders behavioural patterns that can be utilised by the algorithms to identify suspicious behaviour, 
such as accounts that repeatedly post inappropriate content or engage in bullying. 

In order not to distract from the object of study and understanding that the reader can draw their 
own conclusions from the fieldwork carried out in the present investigation, we can draw some key 
conclusions. For instance, a mere 5.3% of survey respondents consider the content moderation policies 
of both platforms to be very fair and well explained, which, in conjunction with the 57.9% who consider 
them to be moderately so, amounts to a total of 63.2%. This suggests that young people find them 
acceptable. However, it is important to note that 36.9% of respondents expressed the contrary opinion, 
perceiving the content moderation policies to be unfair and poorly explained. This suggests a potential 
area for improvement for both platforms, namely enhancing the transparency of information regarding 
content restriction. 
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Furthermore, it can be concluded that the perception of censorship is perceived in a very similar and 
balanced way on both platforms, with respondents' answers falling in the middle range of "Moderately" 
on the one hand, and the sum of "Little" and "Nothing" on the other. The perception of censorship did 
not attain a high rating on either of the two platforms, thus leading to the conclusion that the experience 
of censorship is average and acceptable. 

The temporal dimension of censorship, defined by the study's examination of experiences before, 
during, and after publication, also falls within the middle range on both social networks and across all 
proposed times, suggesting that the temporal variable does not exert a statistically significant influence 
on the experience of censorship on the two platforms under study. 

Furthermore, the data obtained indicates that users have not significantly altered their behaviour 
when generating content based on prior experiences of censorship on either of the two networks. The 
findings do not allow for a definitive conclusion regarding the potential implications of prior censorship 
experiences on user behaviour. It remains uncertain whether users exhibit a disregard for previously 
encountered censorship, leading to a perceived indifference towards such restrictions, or whether 
users, despite the presence of censorship, opt to disseminate content that may be considered 
objectionable, driven by a preference for content that, although subject to subsequent censorship, is 
uploaded regardless. 

The variables of gender, political ideology, xenophobia, body and violent communication have 
obtained very similar measurements both for Instagram and for TikTok. It is notable that xenophobia is 
the variable for which users experience the least censorship, which can be understood to mean that it is 
non-existent (otherwise it would be experienced), although a percentage of 10 is recorded.5% for 
Instagram and 5.3% for TikTok. However, 5% for Instagram and 5.3% for TikTok reported experiencing 
significant censorship in this area, suggesting that a relatively small proportion of the audience either 
disseminates unacceptable content or belongs to the population under study who engage in this type of 
communication. The remaining variables offer a range of conclusions, which readers can examine in 
detail for each of the items studied. 

In conclusion, it is evident that Instagram users demonstrate a higher propensity to circumvent 
censorship of their content compared to TikTok users, suggesting a heightened level of censorship 
pressure on the former platform. Additionally, it can be concluded that both social networks are 
perceived, in general, in very similar terms in all other aspects studied. The results indicate a unanimous 
perception of censorship and a response of self-censorship among young people, but manifesting itself, 
in both cases, with moderate rates, both for Instagram and for TikTok. 
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