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Este proyecto busca mejorar la experiencia museística de los visitantes, superando 
los métodos tradicionales de acceso a la información. Presenta un sistema 
interactivo que combina la detección de objetos en tiempo real con la generación 
aumentada por recuperación (Retrieval Augmented Generation) para ofrecer una 
guía conversacional inmersiva, personalizada y sensible al contexto. 
Los resultados evidencian una comprensión espacial y conversacional precisa, así 
como una mejora significativa en la veracidad y la relevancia de las respuestas 
generadas frente a las de un LLM estándar. Este proyecto demuestra el potencial 
del sistema para ofrecer un acceso dinámico y atractivo al patrimonio cultural. 
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1. Introducción

El comienzo del siglo XXI se ha caracterizado por avances tecnológicos sin precedentes, 
impulsados por el crecimiento de la inteligencia artificial (IA) en un mundo cada vez más 
digitalizado. Estas tecnologías son más que simples herramientas. Están transformando la 

forma en que las personas interactúan con la información, el aprendizaje y la forma en que 
experimentan el mundo que les rodea. Este estudio surge de la fascinación por ese potencial 
transformador y explora específicamente cómo la IA puede revolucionar sectores profundamente 
arraigados en la tradición, pero ávidos de innovación, como el sector del patrimonio cultural. Este 
trabajo investiga el diseño, el desarrollo y la validación de un novedoso sistema que aprovecha las 
soluciones modernas de IA para servir como guía personal e inteligente que enriquece la 
experiencia de los visitantes de los museos. 

1.1. El problema: la experiencia estática del museo 

Desde la creación del primer museo conocido, que data de alrededor del año 530 a. C., estas 
instituciones se han dedicado a la preservación y difusión del conocimiento y la cultura. Los 
museos, como custodios de la historia y la cultura, albergan inmensos repositorios de 
conocimiento. Sin embargo, el sector del patrimonio cultural se enfrenta al reto de hacer que ese 
conocimiento sea accesible y atractivo para el público. 

Históricamente, los métodos para comunicar este conocimiento han sido fundamentalmente 
estáticos. Las exposiciones tradicionales de los museos se basaban en herramientas de 
comunicación pasivas, como etiquetas de obras de arte, carteles explicativos y guías. Estos 
métodos, aunque de alguna manera informativos, a menudo no logran involucrar plenamente a 
los visitantes a nivel personal, ya que ofrecen una narrativa única que no se adapta a la curiosidad 
individual. Para mejorar la interactividad y la inmersión, estas instituciones adoptaron 
posteriormente tecnologías como las audioguías, que aparecieron por primera vez en 1952. 
Aunque supusieron una mejora, seguían siendo estáticas en cuanto a la información y, por lo tanto, 
inadaptables, lo que limitaba el ritmo y la autonomía con grabaciones estáticas. Ahora, en el siglo 
XXI, han comenzado a aparecer soluciones digitales como las pantallas interactivas y la realidad 
aumentada (RA). Aunque son más atractivas, interactivas e inmersivas, estas soluciones siguen 
teniendo dificultades para adaptarse a los intereses individuales, ya que a menudo siguen 
narrativas estáticas que limitan la exploración personal. 

La estaticidad informativa que se encuentra en las soluciones actuales y tradicionales es lo que 
el presente trabajo pretende superar mediante un enfoque más dinámico y personalizado. 

1.2. Tendencias del sector: en busca de una personalización eficaz 

La industria del turismo es un importante motor económico en todo el mundo. Europa, por 
ejemplo, recibió el 51,7 % del turismo internacional total en 2024, lo que supuso 
aproximadamente el 10 % del PIB medio de los países europeos, con países como España y Croacia 
muy por encima de esta media. Una tendencia notable de esta industria ha sido la aparición del 
Turismo 4.0, que se centra en liberar el potencial de la innovación para crear experiencias 
turísticas enriquecedoras. Como impulsora autodefinida de los Objetivos de Desarrollo Sostenible 
(ODS), la organización Turismo 4.0 respalda la necesidad de esta innovación mediante sus 
informes recurrentes. 

Como principales actores del turismo cultural, los museos informan anualmente sobre las 
tendencias de innovación que reflejan este cambio. Según el Barómetro de Innovación en Museos 
2021 de Turismo 4.0, el 80 % de los museos consideraban importantes las nuevas tecnologías, y 
el 72 % de sus iniciativas de inteligencia de datos tenían como objetivo mejorar la experiencia de 
los visitantes. La adopción de la inteligencia artificial aumentó del 3 % al 14 %, el uso de 
audioguías del 5 % al 31 % y el de las aplicaciones móviles y web del 49 % al 70 %, lo que pone 
de manifiesto un claro cambio hacia la personalización y la interactividad. No obstante, desde el 
punto de vista de los visitantes, los estudios muestran una tendencia preocupante: la interacción 
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con las obras de arte sigue siendo breve, con una media de 27-29 segundos de interés por pieza 
en las últimas dos décadas (Smith et al., 2017). Estos patrones ponen de relieve la creciente 
necesidad de experiencias personalizadas e interactivas que vayan más allá de la interacción 
tradicional con los museos. Por lo tanto, a partir de estas tendencias, hemos desarrollado una 
prueba de concepto (PoC) para comprobar cómo la IA puede ofrecer interacciones adaptativas y 
personalizadas a los visitantes de museos. 

1.3. Escenario y alcance: una prueba de concepto en el Louvre 

El PoC presentado en este artículo tiene lugar en el Departamento de Antigüedades Griegas, 
Etruscas y Romanas del Museo del Louvre, más concretamente en unas cuantas esculturas 
ubicadas en dos salas: la «Salle des Caryatides» y la «Salle de la Vénus de Milo», como se ilustra en 
la Figura 1. Al ser el museo más visitado del mundo y líder mundial en escala e innovación, el 
Museo del Louvre se convirtió naturalmente en el escenario clave para nuestro PoC. En concreto, 
la base de datos del Louvre, disponible públicamente y con más de 500.000 obras de arte, convirtió 
a este museo en el escenario ideal para un proyecto basado en la IA. 

Figura 1. Esculturas de la Salle des Caryatides y la Salle de la Vénus de Milo utilizadas en la prueba de 
concepto. 

Fuente: Museo del Louvre, 2025 

Este trabajo se enmarca en los ámbitos de la educación, la tecnología y la cultura, y se centra 
específicamente en la innovación en las experiencias museísticas. Está alineado con los Objetivos 
de Desarrollo Sostenible de la Agenda 2030 (Asamblea General de las Naciones Unidas, 2015), 
concretamente con el objetivo 4.7, centrado en la educación mediante la promoción de la cultura. 

En cuanto al alcance técnico, este trabajo se centra en el diseño, desarrollo y validación de un 
sistema de guía museística conversacional basado en inteligencia artificial. El proceso abarca la 
investigación industrial y tecnológica, la planificación del sistema y la arquitectura, el 
entrenamiento de los modelos de prueba de concepto y la validación del rendimiento. 

1.4. Objetivos: de la visión a los objetivos medibles 

Para alcanzar el objetivo general de este proyecto, el trabajo se centra en varios objetivos 
interrelacionados que abordan la personalización, la calidad de la información y la gestión del 
conocimiento. Estos objetivos desglosan el propósito general del proyecto en aspectos específicos 
y, lo que es más importante, medibles y verificables. 

Uno de los principales objetivos del proyecto es permitir la recopilación en tiempo real de 
contexto individualizado. Dado que los seres humanos se basan principalmente en la vista, el 
sistema permitirá identificar las obras de arte cercanas mediante modelos de detección de objetos 
entrenados con conjuntos de datos específicos del museo. Además, incorporará información 
auxiliar, como la ubicación de los visitantes, las interacciones previas y otras preferencias, en la 
ecuación contextual. Igualmente, es importante la capacidad del sistema para generar respuestas 
precisas y contextualmente relevantes. Al aprovechar los conjuntos de datos gestionados por los 
museos mediante un proceso de generación aumentada por recuperación, el sistema puede 
ofrecer respuestas significativas y basadas en hechos, lo que reduce el riesgo de confabulaciones 
o alucinaciones. Por último, el proyecto busca establecer un proceso dinámico de integración de
conocimientos para mantener la precisión del sistema y su relevancia a lo largo del tiempo. Dado
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que los museos actualizan constantemente sus colecciones, es esencial diseñar un proceso 
automatizado para la ingesta, el preprocesamiento y la indexación de la nueva información, 
garantizando que el sistema se mantenga actualizado, coherente y fiable. 

La eficacia y la fiabilidad del sistema se validarán mediante métricas cuantificables, como la 
precisión del reconocimiento visual, la relevancia de la información recuperada y la coherencia 
del canal de integración de conocimientos. 

2. Estado actual

La recopilación de contexto, la recuperación de información, la generación de respuestas y la 
integración de conocimientos son áreas que se han estudiado y explorado ampliamente a lo largo 
de los años. En el contexto de los museos y el patrimonio cultural, estas tecnologías se están 
estudiando y aplicando para mejorar la experiencia de los visitantes. 

2.1. Visión artificial 

Bajo el paraguas de la visión artificial, tareas como el reconocimiento de imágenes y la detección 
de objetos desempeñan un papel fundamental al ayudar a las máquinas a percibir y comprender 
la información visual. Como se ilustra en la Figura 2, el reconocimiento de imágenes asigna una 
única etiqueta a toda la imagen, mientras que la detección de objetos identifica y localiza varios 
objetos dentro de la misma imagen mediante cuadros delimitadores. Concretamente en los 
museos, el reconocimiento de imágenes se ha estudiado ampliamente para tareas de clasificación 
automatizada de obras de arte. La detección de objetos, por otro lado, aún no se ha implementado 
ampliamente en entornos de patrimonio cultural. Entre los pocos usos actuales de la detección de 
objetos en este sector, podemos distinguir la exploración de objetos en pinturas y el seguimiento 
de visitantes (Breitner y Bandung, 2024; Meyer et al., 2024). Sin embargo, en nuestro caso de uso, 
la detección de objetos tiene mayor potencial que el reconocimiento de imágenes.  

Figura 2. Detección de objetos frente a reconocimiento de imágenes 

Fuente: Elaboración propia, 2025. 

Actualmente, las aplicaciones de guía de museos que incluyen visión artificial, como Ask Mona 
(2025) o Smartify (2025), se centran en procesar una sola imagen de una obra de arte a la vez, en 
lugar de permitir la detección en tiempo real de varias obras de arte simultáneamente. Aquí es 
precisamente donde destaca el reconocimiento de imágenes. Por el contrario, este proyecto 
pretende superar esas limitaciones haciendo hincapié en la detección de objetos en tiempo real, 
lo que permite al sistema identificar varias obras de arte a la vez en su contexto. 

Para lograr la detección de objetos en tiempo real, se han evaluado las soluciones disponibles. 
Dado que el proyecto tiene como objetivo funcionar en tiempo real, prioriza la eficiencia por 
encima de la precisión SOTA. Algunas soluciones existentes incluyen You Only Look Once (YOLO) 
(Redmon & Farhadi, 2017), Faster Region-based Convolutional Neural Networks (Faster R-CNN) 
(Ren et al., 2015) y Single Shot Multibox Detectors (SSD)(Liu et al., 2016). Entre estas soluciones, 
YOLO supera a otras arquitecturas en eficiencia y precisión para objetos grandes, mientras que 
Faster R-CNN obtiene excelentes resultados en objetos más pequeños, pero con tiempos de 
ejecución más bajos. 
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2.2. Generación aumentada por recuperación 

La adopción generalizada de los grandes modelos de lenguaje (LLM) subraya su importancia. A 
pesar de los avances, siguen siendo propensos a las alucinaciones debido a su dependencia de la 
memoria paramétrica, lo que los hace poco fiables en ámbitos especializados. En los museos, por 
ejemplo, los resultados de los LLM suelen mostrar desajustes culturales, lo que puede dar lugar a 
interpretaciones erróneas o distorsionadas de las obras de arte. Estudios recientes indican que 
estas discrepancias pueden alcanzar hasta el 65 % en el ámbito del patrimonio cultural (Bu et al., 
2025). Para abordar este problema, las técnicas de ingeniería de prompts han comenzado a captar 
la atención. Una solución emergente es la generación aumentada por recuperación (RAG), una de 
las técnicas más estudiadas. La RAG, introducida en (Sahoo et al., 2024), integra la memoria 
paramétrica y no paramétrica para basar las respuestas en hechos recuperados, y su eficacia en 
los museos se ha demostrado en (Loffredo y De Santo, 2024; Vastakas, 2024). Su adopción se 
observa incluso en sectores críticos como la medicina y la seguridad, en proyectos como los de Du 
et al. (2024) y Wu et al. (2024). 

Más allá de reducir las alucinaciones, el RAG ha demostrado ser especialmente valioso, ya que 
permite mantener actualizado el conocimiento al incorporar nueva información. Este es un 
aspecto crucial, ya que los LLM, por sí solos, solo pueden generar información hasta el límite de 
su entrenamiento. En los museos, donde los catálogos, registros y otros archivos curatoriales se 
actualizan constantemente, el RAG puede garantizar que la información permanezca precisa y 
relevante. 

2.3. Soluciones actuales 

En el estado actual de la técnica, Ask Mona destaca como la solución más completa. Su aplicación 
móvil personaliza la experiencia de los visitantes al combinar la IA conversacional con el 
reconocimiento de obras de arte, lo que les permite escanearlas y recibir respuestas contextuales 
y personalizadas. El sistema integra contenidos de algunos de los museos más famosos del mundo 
y ya cuenta con la confianza de más de 150 organizaciones a nivel mundial. Sin embargo, la función 
de reconocimiento de imágenes limita la cantidad de contexto que el sistema puede capturar, lo 
que obliga a los usuarios a recurrir a la aplicación con frecuencia al explorar nuevas obras de arte. 
Nuestra prueba de concepto aborda esta limitación incorporando la funcionalidad de transmisión 
de contexto y sustituyendo el reconocimiento de imágenes por la detección de objetos, lo que 
permite al sistema adaptarse de forma autónoma al contexto cambiante de los visitantes en 
tiempo real. 

Otras soluciones, como Smartify (2025) y Nubart (2025), abordan aspectos de nuestros 
requisitos para una experiencia personalizada y sensible al contexto. Por ejemplo, Smartify ofrece 
reconocimiento de imágenes y Nubart proporciona escaneo de códigos QR, pero ambos carecen 
de personalización conversacional y siguen dependiendo de los sistemas de audioguía 
convencionales. 

2.4. Propuesta de valor diferencial 

Este estudio se diferencia por integrar la detección de objetos en tiempo real con la recuperación 
de información contextual, ofreciendo una experiencia museística inmersiva y personalizada 
mediante medios visuales y conversacionales. Si bien algunas soluciones existentes proporcionan 
información general sobre las obras de arte, a menudo carecen de conciencia contextual y de 
adaptabilidad a la curiosidad. Al combinar la detección de objetos en tiempo real con la generación 
aumentada por recuperación, nuestra solución puede recuperar dinámicamente documentos 
relevantes de una base de datos vectorial, considerando no solo la consulta del visitante, sino 
también su entorno. Si bien la tecnología RAG ha demostrado su relevancia en sectores como la 
medicina y la seguridad, su aplicación puede adaptarse a otros campos en los que el acceso a 
información precisa resulta esencial. La falta de uso documentado en espacios culturales, donde 
la información es crucial, sugiere una posible necesidad de sus beneficios. Este proyecto innova 
en la forma de interactuar con las colecciones de los museos, ofreciendo a los visitantes una guía 
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inteligente y dinámica capaz de responder a sus preguntas de forma similar a como lo haría un 
humano, considerando su entorno en tiempo real. 

El verdadero valor de este proyecto reside en su capacidad para transformar la forma en que 
las personas interactúan con la cultura y la historia. Este enfoque permite a cada usuario 
desempeñar un papel activo en su propio proceso de aprendizaje, adaptándose a su ritmo y a sus 
antecedentes. En esencia, este proyecto no se limita a la tecnología, sino que utiliza la innovación 
para conectar a las personas con la cultura, preservar el patrimonio cultural y hacer que el 
conocimiento sea más atractivo y fácilmente accesible. 

3. Diseño del sistema 

El diseño del sistema se ha organizado en una arquitectura cliente-servidor modular y escalable 
que conecta la entrada visual en tiempo real con la recuperación de conocimientos y el 
razonamiento del modelo lingüístico, proporcionando respuestas contextuales al usuario. La 
Figura 3 presenta un esquema de alto nivel que destaca los módulos principales y las relaciones 
entre ellos. 

 
Figura 3. Arquitectura de alto nivel del sistema. 

 

Fuente: Elaboración propia, 2025. 

El servicio de enrutamiento recibe el flujo de vídeo y la ubicación del visitante, y luego aplica un 
enrutamiento basado en la ubicación para reenviar el flujo de vídeo al detector de objetos 
entrenado para la sala correspondiente. El servicio de contexto procesa las detecciones, las vincula 
con la sesión en curso y con el historial de conversaciones, y las almacena en la base de datos de 
contexto, poniendo este contexto a disposición de otros módulos y registrando las respuestas 
finales para garantizar la continuidad. Paralelamente, el servicio de ingestión de conocimiento 
vectorial, mantenido y alimentado por el personal del museo recopila y limpia las fuentes de la 
colección, las divide en fragmentos semánticamente coherentes, ejecuta la generación de 
incrustaciones y completa la ingestión vectorial en la base de datos vectorial. En el momento de la 
consulta, el RAG Hub utiliza la pregunta del visitante junto con las detecciones recientes y el 
historial para recuperar y reclasificar los documentos relevantes del almacén vectorial; luego, su 
generador produce respuestas fundamentadas que se devuelven al cliente y se vuelven a escribir 
en el servicio de contexto.  

Este flujo permite ofrecer una orientación en tiempo real, sensible a la vista y a la sesión, al 
tiempo que sigue siendo escalable para múltiples visitantes simultáneos. 

26



Reconocimiento de objetos e inteligencia artificial conversacional en contextos del mundo real 

 

3.1. Servicio de enrutamiento 

Para una comunicación en tiempo real y con baja latencia, el servicio de enrutamiento divide la 
entrada del visitante en pequeños paquetes y los organiza en colas, lo que permite un 
procesamiento por hilos eficiente. 

El flujo contextual del visitante consiste principalmente en fotogramas de vídeo de lo que ve en 
tiempo real y en la ubicación física actual del visitante dentro del museo. Una vez que el cliente 
comienza a enviar paquetes de información contextual, el servicio enruta dinámicamente sus 
fotogramas de vídeo al modelo de detección de objetos adecuado, entrenado específicamente para 
la sala donde se encuentra el visitante. 

El diseño, basado en colas y en el enrutamiento sensible a la ubicación, proporciona una alta 
escalabilidad y admite múltiples clientes simultáneamente, al tiempo que mantiene tiempos de 
respuesta bajos. El diseño simplifica la distribución de las cargas de trabajo al adaptarse a 
distintos espacios físicos. 

3.2. Servicio de contexto 

El servicio de contexto se encarga de procesar la información visual de los visitantes, generar 
predicciones sobre las obras de arte que ven y almacenarla junto con el historial de 
conversaciones, de modo que pueda reutilizarse durante la recuperación y la generación. Su 
principal funcionalidad es gestionar la información contextual del visitante relevante para su 
visita actual, de modo que las respuestas finales del LLM sean lo más precisas posible respecto de 
dicho contexto. Este servicio se organiza en tres componentes principales. 

3.2.1. Base de datos contextual 

La base de datos contextual almacena información relevante de la sesión del visitante. Para cada 
visitante, se conserva un identificador único y se vincula a las predicciones generadas, al historial 
de consultas anteriores del usuario y a las respuestas del sistema, junto con sus respectivas colas. 
Este diseño relacional garantiza la coherencia entre las entidades, mantiene la información 
estrictamente vinculada a la sesión y permite reutilizar los datos almacenados en los procesos de 
recuperación y generación. 

3.2.2. Gestor de contexto 

El gestor de contexto se utiliza para garantizar que toda la información contextual relevante esté 
disponible de forma coherente durante la sesión del visitante, y se elimina de forma segura al 
finalizar la sesión para proteger la privacidad del visitante. Almacena las predicciones del detector 
de objetos y los intercambios conversacionales, lo que permite al canal RAG considerar lo que el 
visitante ha visto recientemente y ofrecer respuestas más precisas y relevantes. Al mismo tiempo, 
registra los intercambios conversacionales de los visitantes para que los diálogos puedan 
continuar de forma natural sin perder el hilo de los mensajes anteriores. La centralización de estas 
tareas en un único servicio evita que los microservicios individuales tengan que gestionar la lógica 
de la base de datos, lo que simplifica la arquitectura, aumenta la modularidad y protege el manejo 
de los datos. En última instancia, el gestor de contexto es el que permite al sistema mantener la 
continuidad, la coherencia y la conciencia contextual a lo largo de la experiencia del visitante. 

3.2.3. Detector de objetos 

El detector de objetos se encarga de procesar los fotogramas de vídeo recibidos del servicio de 
enrutamiento y de generar predicciones sobre las obras de arte que se ven. Una vez que se le envía 
el fotograma, el modelo YOLO calcula las predicciones, que posteriormente se almacenan en la 
base de datos contextual, donde pueden combinarse con el historial de conversaciones. Este 
componente desempeña un papel fundamental al permitir respuestas basadas en la visión, ya que 
vincula la información visual en tiempo real del visitante con la información contextual gestionada 
por el resto del servicio. 
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Dado que la colección del Louvre incluye más de 500.000 objetos, de los cuales 
aproximadamente 35.000 se exhiben de forma permanente, el sistema debe ser escalable. Aunque 
experimentos como YOLO9000 han demostrado la capacidad de gestionar miles de clases 
(Redmon y Farhadi, 2017), el aumento del número de categorías en las arquitecturas 
convolucionales suele afectar al rendimiento (Luo et al., 2018). Para solucionar este problema, el 
servicio de enrutamiento integra el enfoque de enrutamiento con reconocimiento de ubicación 
mencionado anteriormente, por lo que se entrenan varios modelos con distintos conjuntos de 
imágenes de obras de arte ubicadas en distintas salas del museo.  

El Museo del Louvre proporciona un acceso estructurado a su colección mediante puntos 
finales JSON, ofreciendo tanto información como imágenes de las obras de arte (Museo del Louvre, 
2025). Sin embargo, estas imágenes no eran suficientes para generar un conjunto de datos de 
entrenamiento. Por lo tanto, se obtuvo material adicional en forma de vídeos de YouTube con el 
permiso de sus creadores correspondientes (Robben, 2019). El proceso de etiquetado incluyó 
técnicas tanto manuales como automáticas. Inicialmente, se utilizó un modelo de detección de 
conjunto abierto denominado Grounding Dino (Liu et al., 2024) para extraer cada imagen junto 
con una descripción de clase y detectar el objeto correspondiente. Este enfoque planteó 
problemas al tratar esculturas similares en la misma imagen. Para solucionarlo, las imágenes con 
varias esculturas se etiquetaron manualmente para evitar sesgos en los datos de entrenamiento, 
utilizando la herramienta de código abierto CVAT (CVAT, 2025) para anotar los vídeos en formato 
YOLO. El proceso de etiquetado fue precedido por una fase de aumento, en la que se dotó a las 
clases de mayor diversidad mediante desenfoque, saturación, brillo y rotaciones suaves para 
simular situaciones del mundo real. Además, se utilizaron imágenes no etiquetadas de otras salas 
del museo como imágenes de fondo, lo que ayudó a evitar falsos positivos. Tras este proceso, el 
conjunto de datos incluyó alrededor de 525 instancias anotadas, divididas en subconjuntos de 
entrenamiento (70 %), validación (20 %) y prueba (10 %), manteniendo una distribución 
equilibrada de clases entre los subconjuntos. 

El proceso de entrenamiento comenzó seleccionando un modelo YOLO preentrenado de la 
gama oficial de modelos. Estos modelos basados en la detección están preentrenados en el 
conjunto de datos COCO (Lin et al., 2014) y están disponibles en distintas versiones y tamaños. Se 
eligió YOLOv10 (Wang et al., 2024) como base para el ajuste fino, ya que ofrece un aumento 
significativo del rendimiento con respecto a las versiones anteriores, mientras que mantiene un 
coste computacional inferior al de las versiones posteriores. Entre los tamaños disponibles, se 
seleccionó YOLOv10m.pt como una opción razonable en términos de recursos, con un equilibrio 
entre velocidad y precisión. El proceso de ajuste se aplicó a un par de modelos: el modelo Room 
1, entrenado en cuatro esculturas mediante una combinación de etiquetado automático y manual, 
y el modelo Room 2, entrenado en una sola escultura con etiquetado automático. Las principales 
métricas de entrenamiento y evaluación del rendimiento a lo largo de las épocas se muestran en 
las Figuras 4 y 5, mientras que las curvas de confianza F1 de ambos modelos se muestran en la 
Figura 6. A partir de estos resultados, se observa que los modelos generan predicciones con 
precisión y confianza, sin un sobreajuste significativo en el conjunto de entrenamiento. Además, 
la Figura 7 resume la evaluación de las métricas de rendimiento del entrenamiento de YOLO en 
ambas salas. 
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Figura 4. Métricas de entrenamiento del modelo YOLOv10m a lo largo de las épocas (Sala 1). 

 

Fuente: Autor, 2025. 

Figura 5. Métricas de entrenamiento del modelo YOLOv10m a lo largo de épocas (Sala 2). 

 

Fuente: Elaboración propia, 2025 
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Figura 6. Curva de confianza F-1 para la Sala 1 (izquierda) y la Sala 2 (derecha) tras el entrenamiento.

 

Fuente: Elaboración propia, 2025. 

Figura 7. Evaluación de las métricas de rendimiento del entrenamiento de YOLO para la Sala 1 y la Sala 2. 

 

Fuente: Elaboración propia, 2025. 

3.3. Servicio de ingestión de conocimiento vectorial 

Para preparar los documentos relacionados con el museo para su recuperación y generación, este 
servicio recopila, procesa y almacena la información en una base de datos vectorial. El flujo de 
trabajo comienza con la recopilación de documentos de las fuentes disponibles, continúa con el 
procesamiento de datos para su limpieza y su división en fragmentos semánticamente coherentes, 
y prosigue con la generación de representaciones vectoriales mediante modelos de incrustación. 
Una vez preparados, tanto los fragmentos como las incrustaciones se ingieren en la base de datos, 
lo que permite realizar búsquedas por similitud en toda la colección. 

3.3.1. Recopilación de documentos 

La calidad de los datos almacenados en la base de datos vectorial determina la eficacia de las 
futuras tareas de recuperación. Tanto la estructura como la importancia contextual del corpus de 
documentos son fundamentales para obtener resultados precisos. La información relevante se 
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recopila de catálogos de colecciones, libros históricos o contenidos dirigidos a los visitantes, pero, 
en la mayoría de los casos, el acceso a los datos está limitado. Aunque el Louvre ofrece acceso a su 
colección a través de puntos finales JSON públicos, que incluyen imágenes y descripciones, estos 
materiales no eran suficientes para satisfacer los requisitos del sistema. Por lo tanto, se 
exploraron fuentes adicionales, como libros de dominio público sobre el museo y artículos de 
Wikipedia. A pesar de los debates sobre su fiabilidad, Wikipedia ofrece un contenido bien 
organizado y semánticamente denso, y su uso ya se ha estudiado para aplicaciones similares de 
PLN (Yano y Kang, 2008), lo que sirvió como un excelente escenario de prueba para esta prueba 
de concepto. 

Para apoyar la selección de artículos de Wikipedia relacionados con el Louvre que se añadirán 
a la base de datos vectorial, se realizó una búsqueda en profundidad a partir del artículo principal 
del museo, «Louvre». A partir de ahí, se seleccionaron las quince páginas más enlazadas y, en cada 
paso posterior, se redujo el número de enlaces a conservar hasta alcanzar una profundidad 
máxima de tres. La Figura 8 muestra el gráfico de enlaces final, en el que el tamaño y el color de 
los nodos representan el número de conexiones entrantes; el nodo amarillo central corresponde 
al artículo sobre el ala Lescot del Museo del Louvre, que resulta ser el más citado cuando se parte 
del artículo principal sobre el Louvre. 

Figura 8. Gráfico de enlaces de artículos de Wikipedia a partir de «Louvre». 

 

Fuente: Elaboración propia, 2025. 

Aunque no todos los artículos del gráfico están directamente relacionados con el Museo del 
Louvre (por ejemplo, el muro de Carlos V en Gibraltar), resultó una herramienta útil para 
identificar rápidamente los que sí lo están. Aparte de estos artículos, se incluyeron algunos menos 
populares, pero igualmente relevantes para la demostración del proyecto. Por ejemplo, el artículo 
sobre el jarrón Borghese. Este jarrón se exhibe en la sala de las cariátides y se ha incluido en las 
clases del modelo de detección de objetos de este proyecto, por lo que se ha añadido cierta 
información sobre él a la base de datos vectorial con fines de validación. 

3.3.2. Preprocesamiento de datos 

Los datos brutos recopilados en la fase de adquisición requirieron un preprocesamiento para 
garantizar su idoneidad para la incrustación y la ingestión. Las técnicas de preprocesamiento 
varían según el tipo de información. En este caso, la información se encontraba en cuatro formatos 
diferentes: códigos HTML de las páginas de artículos de Wikipedia y tres tipos de PDF: PDF 
verdaderos, PDF basados en imágenes y PDF con capacidad de búsqueda, que se refieren a la 
forma en que se codifica y se accede al texto en un archivo. 

31



Street Art & Urban Creativity, 11(7), 2025, pp. 21-47 

 

De estos formatos, los PDF basados en imágenes y los PDF con capacidad de búsqueda 
requerían técnicas de OCR para extraer el texto. Sin embargo, el OCR resultó menos preciso en los 
textos históricos, en los que los caracteres siguen tipografías no estándar y los libros pueden 
haberse deteriorado con el paso del tiempo. Tras el análisis de los datos brutos de estos PDF, se 
descartaron ambos formatos por la insuficiente calidad del texto. La Figura 9 ilustra una 
transcripción OCR fallida de un libro de principios del siglo XIX, mientras que la Figura 10 muestra 
información irrelevante extraída de fuentes históricas, como las notas al pie. Aunque el 
entrenamiento de un modelo OCR con impresiones antiguas podría haber mejorado la precisión 
en los textos históricos (Springmann y Lüdeling, 2016), este enfoque no se llevó a cabo debido a 
limitaciones de alcance. En su lugar, se adoptó la información de los formatos PDF verdaderos y 
HTML. Los datos HTML requerían una limpieza estructural que incluía la eliminación de etiquetas 
de idioma y de marcadores de referencia (por ejemplo, «[]»), y la conservación únicamente del 
contenido principal del cuerpo. A modo de ejemplo, la Figura 11 muestra el código HTML original 
de una página de Wikipedia y el texto limpio correspondiente que se utilizó para la ingestión. Una 
vez que los datos brutos se refinaron en un conjunto claro de textos largos, se pudo proceder a la 
fragmentación. 

Figura 9. Transcripción OCR fallida de la carta de Henry Milton. 

 

Fuente: Elaboración propia, 2025. 

Figura 10. Extracción de información irrelevante de «Paris, and Its Historical Scenes». 

 

Fuente: Elaboración propia, 2025. 

Figura 11. Extracción del contenido del artículo de Wikipedia. 

 

Fuente: Elaboración propia, 2025. 

El componente Chunk Loader del proyecto gestiona la división de textos largos en unidades de 
información semánticamente significativas, denominadas documentos. Este paso es fundamental 
en el contexto de la generación aumentada por recuperación, ya que los modelos lingüísticos 
tienen límites de tokens y son sensibles a la longitud de la entrada (Levy et al., 2024). Además, las 
estrategias de fragmentación dependen de la estructura y el contenido de los datos, lo que las 
convierte no solo en una tarea técnica, sino también, en ocasiones, en un proceso de decisión 
sensible al dominio. Se llevó a cabo un análisis detallado de los posibles métodos y se concluyó 
que la división recursiva del texto por caracteres era la mejor opción para nuestro propósito. Este 
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método combina la simplicidad, de la que carecen los métodos basados en transformadores, con 
resultados prometedores de recuperación. Mientras que la fragmentación de tamaño fijo no va 
más allá de una longitud definida, la división recursiva del texto por caracteres adapta su longitud 
en función de la estructura del texto, dando prioridad a los límites naturales, como las frases y los 
párrafos, y utilizando separadores (por ejemplo, [«\n\n», «\n», « », «.»]). LangChain, un marco 
para crear aplicaciones relacionadas con LLM (LangChain, 2025), proporciona este componente 
divisor y permite ajustar el tamaño de los fragmentos y los parámetros de superposición. El 
tamaño de los fragmentos limita el número de caracteres de un documento, mientras que la 
superposición especifica el número de caracteres que se repiten desde el final del último 
fragmento.3.3.3. Generación de incrustaciones 

Los modelos de incrustación, comúnmente denominados bi-codificadores, desempeñan un 
papel clave en la recuperación semántica, ya que representan el significado intrínseco de los 
textos como vectores densos. Se prefirió un modelo pequeño y eficiente para priorizar el 
rendimiento. Se aprovechó el marco Sentence-Transformers con el modelo «all-MiniLM-L6-v2», 
basado en la arquitectura MiniLM (Wang et al., 2020) y derivado de BERT (Devlin et al., 2019). 
Este modelo mapea las oraciones en un espacio vectorial denso de 384 dimensiones con una 
longitud máxima de entrada de 256 tokens. Por lo tanto, se adaptó la fragmentación para 
mantenerla dentro de los 1.024 caracteres. Para gestionar la vectorización, se creó un servidor de 
API de incrustación para recibir fragmentos del cargador de fragmentos, generar incrustaciones 
y cargarlas en la base de datos vectorial. La misma API también procesa las consultas de los 
usuarios desde el RAG Hub, incrustándolas en la búsqueda semántica mediante cálculos de 
similitud. Para la visualización, se aplicó la aproximación y proyección uniforme de variedades 
(UMAP)(McInnes et. al., 2018) para reducir la dimensionalidad de las incrustaciones y mostrar 
grupos de documentos, como se muestra en la Figura 12, que incluye ejemplos de la Mona Lisa, la 
catedral de Notre Dame y la Venus de Milo. 

Figura 12 . Espacio vectorial del sistema, incluyendo 3 clases. 

 

Fuente: Elaboración propia, 2025. 

3.3.4. Ingestión de vectores 

Después de recopilar, refinar, dividir e integrar los datos históricos, el sistema debe garantizar 
que los documentos procesados sean accesibles para su recuperación en respuesta a las consultas 
de los usuarios. Esta funcionalidad la proporciona la base de datos vectorial, conectada 
directamente a la API de integración. Cuando la API de integración recibe un documento del 
cargador de fragmentos y genera su integración correspondiente, tanto el documento como la 
integración se almacenan de inmediato en la base de datos. 

Se seleccionó Chroma como base de datos vectorial. Funciona con colecciones de documentos 
que pueden configurarse para utilizar distintos algoritmos de indexación, pero se basa en el índice 
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Hierarchical Navigable Small World (HNSW) para la búsqueda aproximada del vecino más 
cercano de forma predeterminada. Para evitar entradas duplicadas, el sistema genera 
identificadores únicos para cada registro a partir del hash del contenido de los documentos 
incrustados. Si un documento ya existe en la base de datos, se rechaza la inserción. 

3.4. RAG Hub 

El RAG Hub se encarga de responder a las preguntas de los visitantes en lenguaje natural, 
integrando no solo la consulta en sí, sino también la información contextual relacionada con el 
objeto detectado. Implementa una arquitectura de generación aumentada por recuperación 
(Retrieval Augmented Generation) que combina la recuperación de información de memorias 
externas (no paramétricas) con la generación de respuestas. El sistema se estructura en dos 
componentes: un módulo de recuperación, que obtiene información relevante de fuentes de 
conocimiento externas, y un módulo generador, que emplea una memoria paramétrica para 
generar respuestas. Este diseño evita las limitaciones de conocimiento del LLM y minimiza los 
errores de desinformación al basar sus respuestas en la información recuperada, con el objetivo 
de equilibrar la relevancia de las respuestas con la eficiencia. 

3.4.1. Recuperador 

El módulo recuperador coordina la recuperación, la reclasificación y la preparación del contexto. 
Su proceso comienza tan pronto como se recibe una solicitud de un cliente, que incluye no solo 
una pregunta, sino también las detecciones de objetos más recientes y los mensajes históricos 
(información contextual). El sistema debe determinar primero la relevancia de los objetos 
detectados respecto de la pregunta. Por ejemplo, un usuario podría estar mirando una estatua, 
pero preguntar algo que no tiene relación con ella, por lo que, si la recuperación se realizara 
teniendo en cuenta el objeto, se recopilarían documentos erróneos. Para mitigar esto, se requiere 
un mecanismo de validación que evalúe la alineación semántica entre la pregunta y el objeto 
detectado. 

Para calcular la similitud entre las etiquetas de los objetos y las preguntas de los usuarios, se 
empleó un modelo de codificación cruzada, pero su rendimiento fue desigual. Por lo tanto, se 
mejoró el enfoque mediante la reutilización del modelo generador para reformular la pregunta 
del usuario (Ma et al., 2023). Al añadir los mensajes anteriores, los objetos detectados y la consulta 
actual, el modelo generó una pregunta reformulada con mayor probabilidad de recuperar 
documentos relevantes y contextualizados. 

Para la estrategia de recuperación, se consideraron varios métodos. Entre los más populares 
se encuentra el BM25 (Robertson y Zaragoza, 2009), un método de recuperación basado en 
palabras clave que busca documentos que coincidan con las palabras de la consulta, evaluando la 
similitud al otorgar mayor peso a las palabras poco comunes y a la repetición, al tiempo que 
considera la longitud del texto. Entre los métodos más sofisticados se encuentran la búsqueda 
semántica (Karpukhin et al., 2020), los codificadores cruzados (Rosa et al., 2022) y la relevancia 
máxima marginal (MMR) (Carbonell y Goldstein, 1998, pp. 335-336), entre otros. El módulo 
Retriever utiliza una combinación de todos los mencionados anteriormente para seleccionar los 
documentos más prometedores. Como parte del proceso de recuperación de la base de datos 
vectorial, se siguió un enfoque híbrido (Bruch et al., 2022), en el que cada algoritmo de 
recuperación (búsqueda semántica, BM25 y MMR) recuperaba un número k de documentos y, 
posteriormente, se eliminaban duplicados. Cabe señalar que la búsqueda semántica y el MMR 
utilizan la API de incrustación. La coherencia proviene del uso del mismo modelo de codificador 
bidireccional tanto en las incrustaciones de documentos como en las de consultas. 

Una vez obtenida una amplia lista de documentos candidatos, se aplica un paso de 
reclasificación. La reclasificación consiste en ordenar los resultados de la más a la menos 
relevante. Si bien la recuperación ya proporciona una clasificación inicial, la reclasificación 
permite el uso de modelos más costosos desde el punto de vista computacional, pero también más 
precisos. Los codificadores cruzados, aunque excelentes para la comprensión semántica, no se 
suelen emplear en la primera fase de la recuperación por su alto coste computacional. Se trata de 
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modelos que toman una consulta y un documento como entrada combinada y producen una 
puntuación de relevancia muy precisa que refleja la coincidencia entre ambos. Los codificadores 
cruzados se utilizan comúnmente para puntuar la lista de documentos recuperados y seleccionar 
una lista más breve de los más relevantes. 

Después de la reclasificación y la conservación de los resultados más prometedores, se realiza 
un paso final antes de enviarlos al generador. Según (Liu et al., 2024), los LLM tienden a perderse 
en la parte central de contextos largos. LangChain (2025) proporciona un componente que 
reordena los documentos para que los más relevantes se sitúen al principio y al final del contexto 
del LLM, y los menos relevantes en la parte central. 

3.4.2. Generador 

El módulo Generador corresponde a la API del LLM en la arquitectura del sistema. Este 
componente aloja un LLM para generar respuestas. Se seleccionó el marco Ollama (Ollama, 2025) 
por su perfecta integración con LangChain (2025) y su compatibilidad con modelos de código 
abierto que pueden implementarse localmente, algunos de los cuales incluyen cientos de miles de 
millones de parámetros, lo que implica un costo elevado desde el punto de vista computacional. 
Para mantener una solución funcional a nivel local, se exploraron modelos con entre 1000 y 8000 
millones de parámetros. Tras una evaluación con un conjunto de datos predefinido, se seleccionó 
el modelo «qwen2.5-3b» como el más adecuado para esta prueba de concepto. 

Además, cuando el Retriever envía al Generador los documentos, las conversaciones anteriores 
y la consulta, también selecciona una plantilla de prompt para usarla. Aparte de una plantilla 
predeterminada, el componente LLM API también incorpora otras plantillas que el usuario puede 
elegir, lo que proporciona respuestas más personalizadas. Por último, cuando se genera la 
respuesta, el RAG Hub la envía de vuelta al cliente, que a su vez la envía al Context Handler para 
almacenarla como un nuevo mensaje anterior. 

4. Evaluación y resultados 

Se evaluaron varios escenarios para mejorar y verificar el rendimiento del sistema, desde la 
selección de modelos y la justificación de técnicas hasta la formalización de conjuntos de pruebas 
y de datos. Las pruebas, validaciones y resultados se presentan en los principales módulos del 
sistema, lo que refleja la naturaleza secuencial de la arquitectura, desde el servicio de contexto, 
pasando por el servicio de ingestión de conocimiento vectorial, hasta el centro RAG, que transmite 
el rendimiento final del sistema completo. 

4.1. Servicio de contexto 

Aunque la mayor parte de las pruebas se centró en los componentes RAG, se realizaron 
evaluaciones adicionales para validar la precisión de la comunicación del sistema. Cabe señalar 
que la selección de parámetros se realizó automáticamente para el entrenamiento de los modelos 
de detección de objetos. El marco de entrenamiento YOLO proporciona una forma automática de 
seleccionar los valores más adecuados para el optimizador, la tasa de aprendizaje y el impulso. 
Además, la creación del conjunto de datos siguió los procedimientos estándar de aumento y 
distribución de imágenes. Esto dio lugar a resultados iniciales satisfactorios desde el primer 
entrenamiento. Por lo tanto, solo el proceso de validación fue significativo tanto en las 
comunicaciones como en el entrenamiento de detección de objetos. 

Como se muestra en la Figura 7, se entrenaron dos modelos de detección de objetos con 
esculturas de dos salas distintas del Museo del Louvre. Este proceso de entrenamiento fue seguido 
de una fase de validación. La fase de validación incluyó realizar inferencias mediante un conjunto 
de pruebas para cada modelo y evaluar su rendimiento y capacidad de generalización. 

Las matrices de confusión, que se muestran en la Figura 13, indican que ambos modelos se 
benefician de una buena capacidad de generalización general sin confusión entre clases, donde el 
segundo modelo podría beneficiarse de un conjunto de entrenamiento de mayor diversidad para 
reducir los falsos negativos, y donde el error más común entre ellos es la pérdida de detección. No 
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obstante, ambos modelos demuestran un gran rendimiento, con altos valores de precisión, 
recuperación y puntuación F1 en todas las clases, como se resume en la tabla 1. 

Figura 13. Rendimiento de la detección de objetos en los conjuntos de pruebas Room1 y Room2. 

 

Fuente: Autor, 2025. 

Tabla 1. Métricas promedio macro para ambos modelos de detección de objetos. 

Modelo Precisión Recuperación Puntuación F1 

Sala 1 (Centaur, Diana, Silene, Vase) 0,988 0,970 0,978 

Sala 2 (Venus) 0,980 0,891 0,933 

Fuente: Elaboración propia, 2025. 

Las curvas de evaluación de la Sala 1 y la Sala 2 se presentan en las Figuras 14 y 15, 
respectivamente, que ilustran que los modelos alcanzan un rendimiento sólido. Estos gráficos 
sugieren un equilibrio sólido entre los falsos positivos y los falsos negativos (precisión-recuerdo) 
y un compromiso seguro entre la fiabilidad de la predicción y la confianza. En ambos modelos, la 
medida F1 sugiere que funcionan mejor en el intervalo de confianza de 0,4-0,6. 
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Figura 14. Curvas de evaluación del rendimiento del modelo YOLO en la sala 1. 

 

Fuente: Elaboración propia, 2025. 
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Figura 15. Curvas de evaluación del rendimiento del modelo YOLO en la sala 2. 

 

Fuente: Elaboración propia, 2025. 

El sistema no solo debe recopilar información contextual, sino también generar respuestas 
basadas en ella. Por lo tanto, el sistema realiza una recuperación a partir de interacciones 
anteriores y de la vista actual del visitante y, a continuación, genera respuestas basadas en la 
información recuperada y en dichas interacciones. 

Para verificar que esto es así, el sistema se ha sometido a una serie de pruebas centradas en su 
capacidad para hacer referencia a conversaciones anteriores y en el contexto visual pertinente. 
En las tablas 2 y 3 se muestran ejemplos de esas pruebas. 

Tabla 2. Escenario de generación contextualizada (mensajes del historial). 

Modelo: qwen2.5-3b-instruct + nuestro sistema 

Consulta del usuario Vista actual de los objetos Mensajes históricos 

¿Qué estaba preguntando antes?  

Usuario: Háblame del jarrón 
Borghese.  
Asistente: El jarrón Borghese es 
un cráter de mármol del siglo I a. 
C.  

Consulta reescrita: ¿Qué estaba preguntando antes? 

Respuesta:  
Me preguntabas por el jarrón Borghese y te informé de que es un cráter de mármol del siglo I a. C.  

Fuente: Elaboración propia, 2025. 
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Tabla 3. Escenario de generación contextualizado (objetos a la vista). 

Modelo: qwen2.5-3b-instruct + nuestro sistema 

Consulta del usuario  Vista actual de los objetos  Mensajes históricos  

¿Cuándo se creó esto?  Jarrón Borghese  
Usuario: 
Asistente: 

Consulta reescrita: ¿Cuándo se creó el jarrón Borghese?  

Respuesta:  
Se cree que el jarrón Borghese fue esculpido en Atenas hacia la segunda mitad del siglo I a. C.  

Fuente: Elaboración propia, 2025. 

En el primer escenario, el sistema identifica correctamente que no es necesario reescribir la 
información para su recuperación, ya que esta pregunta no requiere información externa. Por lo 
tanto, cuando llega la fase de generación de la respuesta, el generador recopila correctamente el 
contexto de los mensajes históricos previos para responder. 

En el segundo escenario, el sistema identifica la necesidad de reescribir la pregunta, ya que es 
probable que la consulta del visitante se refiera a lo que ve en ese momento. Por lo tanto, añade la 
vista actual del usuario a la consulta para crear una nueva consulta contextualizada. Siguiendo 
este método, el sistema puede generar respuestas contextualizadas a partir del contexto visual 
previamente recopilado y de las conversaciones anteriores. 

4.2. Servicio de ingestión de conocimiento vectorial 

Los documentos recuperados se integran automáticamente en la base de conocimientos, lo que 
garantiza la coherencia y la calidad. Un espacio vectorial bien estructurado debe agrupar los 
documentos de la misma clase. 

La Figura 16 muestra que, al incluir documentos de cuatro clases diferentes, la representación 
del espacio vectorial se distribuye claramente en grupos bien separados de documentos similares. 
Como era de esperar de contenidos que incluyen múltiples clases, la representación vectorial final 
incluye algunos grupos claros de documentos con documentos de enlace entre ellos, lo que crea 
una disposición estructurada. Aunque la calidad de la incrustación se puede ver claramente en el 
primer gráfico, se recopilaron algunas métricas para confirmar la precisión general del proceso 
de integración del conocimiento, como se resume en la tabla 4. 

Figura 16. Representación del espacio vectorial con 4 clases y del espacio vectorial final. 

 

Fuente: Elaboración propia, 2025. 
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Tabla 4. Métricas de calidad de la vectorización en vectores de alta dimensión. 
Evaluación de un subconjunto etiquetado de documentos y de un espacio vectorial no etiquetado.  

Métrica Subconjunto (4 clases) Espacio completo 

Precisión@5 (promedio) 0,955 - 

Puntuación de silueta (coseno) 0,609 - 

Distancia de vecindad k=5 (coseno promedio) 0,395 0,380 

Fuente: Elaboración propia, 2025. 

La calidad de la disposición del espacio vectorial se midió mediante dos métricas específicas 
para el subconjunto etiquetado y una métrica independiente para ambos conjuntos. Una precisión 
alta @5 indica que los cinco vecinos más cercanos de un documento suelen pertenecer a la misma 
clase, lo que sugiere que la similitud semántica se captura con precisión. Una puntuación de silueta 
alta indica que los grupos de documentos similares están bien separados. Una distancia de 
vecindad baja, medida entre 0 y 2, indica que los vecinos están próximos en el espacio coseno. 
Estos resultados validan la calidad de los procesos de limpieza, fragmentación e incrustación. 

En lo que respecta a la coherencia, las fases de limpieza y fragmentación son deterministas. 
Además, los cálculos del modelo de incrustación se validaron mediante la reincrustación del 
mismo archivo de texto varias veces, lo que arrojó un error cuadrático medio (MSE) final de 0. 

4.3. RAG Hub 

Se creó un conjunto de datos de referencia con 126 preguntas y respuestas sobre el Louvre para 
evaluar diferentes modelos lingüísticos bajo las restricciones del sistema. Se probaron varios 
modelos de código abierto, en su mayoría con entre 1.000 y 8.000 millones de parámetros, y se 
utilizaron algunos más grandes como comparaciones de referencia, como se muestra en la tabla 
5. 

Tabla 5. Evaluación del modelo en métricas clave de generación (conjunto de datos del Louvre, sin 
recuperación, ordenado por COMET). 

Modelo BLUE BERTScore (F1) Levenshtein COMET SummaCZS 

deepseek-r1-671b 0,345 0,942 0,714 0,797 0,337 

llama-3.1-70b-instruct 0,234 0,933 0,665 0,781 0,095 

qwen2.5-3b-instruct 0,152 0,920 0,616 0,775 -0,389 

llama-3.1-8b-instruct 0,224 0,929 0,669 0,775 -0,106 

qwen2.5-1.5b-instruct 0,203 0,921 0,661 0,759 -0,358 

qwen3-1.7b-instruct 0,260 0,923 0,669 0,758 -0,483 

qwen2.5-7b-instruct 0,199 0,920 0,631 0,754 -0,328 

llama3.2-3b 0,131 0,909 0,575 0,714 -0,351 

gemma-3-4b-it 0,258 0,913 0,583 0,680 0,232 

gemma-3-27b-it 0,254 0,913 0,579 0,674 0,206 

qwen3-4b-instruct 0,209 0,905 0,578 0,671 -0,314 

gemma-3-1b-it 0,247 0,911 0,573 0,668 0,173 

deepseek-r1-1.5b 0,095 0,897 0,523 0,665 -0,521 

mistral-nemo-12b-instruct 0,166 0,879 0,482 0,586 -0,188 

Fuente: Elaboración propia, 2025. 

De todos los modelos pequeños evaluados, qwen2.5-3b obtuvo la mejor puntuación en COMET. 
Su fluidez semántica, junto con sus bajos requisitos de recursos, lo convirtió en una opción 
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adecuada para un entorno con limitaciones de hardware, a pesar de su precisión factual 
relativamente baja, como se mide mediante la métrica SummaCZS (Laban et al., 2022). Esta 
limitación lo convirtió en una valiosa referencia para evaluar posteriormente el efecto del 
aumento de la recuperación. 

A continuación, se utilizó el mismo conjunto de datos para probar estrategias de recuperación. 
Se evaluaron combinaciones de búsqueda semántica (Cosine Similarity), BM25 y MMR utilizando 
ms-marco-MiniLM-L-6-v2 como evaluador. La tabla 6 resume las puntuaciones brutas de cada 
método y sus combinaciones. 

Tabla 6 . Evaluación del método de recuperación (puntuaciones brutas). 
Utilizando el codificador cruzado como evaluador con k = 10 mejores documentos y pesos iguales para las 

recuperaciones híbridas. 

Media (promedio) 
Media 

(promedio) 
Máx. 

(promedio) 
Desviación estándar 

(media) 

Semántico+BM25+MMR 2,9182 6,8420 2,0081 

Semántica+BM25 2,7143 6,8335 2,1603 

Semántica+MMR 2,4240 6,7895 2,3418 

BM25+MMR 2,3796 6,7131 2,3214 

Semántico 1,7783 6,7636 2,9004 

MMR 0,6364 6,4247 3,3224 

BM25 -0,3909 6,0480 4,0369 

Fuente: Elaboración propia, 2025. 

A partir de estos resultados, se observó que la combinación de métodos de recuperación 
mejora el rendimiento y que la combinación de los tres proporciona el mejor equilibrio entre 
calidad y consistencia. La recuperación híbrida se probó más a fondo ajustando las ponderaciones 
del conjunto para controlar la influencia de cada método. La tabla 7 presenta las métricas de 
evaluación para distintas configuraciones de ponderación. 

Tabla 7. Métricas de evaluación para distintas configuraciones de ponderación de recuperación 
(búsqueda semántica, BM25, MMR). 

Utilizando el codificador cruzado para la reclasificación, k = 10 mejores documentos y reordenación de 
contexto largo. 

Configuración BLEU BERTScore (F1) COMET SummaCZS 

[0,1; 0,6; 0,3] 0,116 0,919 0,749 0,099 

[0,3; 0,6; 0,1] 0,111 0,918 0,748 0,095 

[0,6; 0,3; 0,1] 0,109 0,917 0,742 0,094 

[0,3; 0,3; 0,3] 0,108 0,917 0,746 0,085 

[0,1; 0,3; 0,6] 0,107 0,915 0,735 0,060 

Fuente: Elaboración propia, 2025. 

Aunque la recuperación semántica suele predominar en los procesos modernos, estos 
resultados muestran que el sistema se beneficia enormemente del BM25, probablemente debido 
a la naturaleza del conjunto de datos, que contiene una gran cantidad de datos concretos. 
Utilizando la configuración de mejor rendimiento, se evaluó la calidad de la generación con 
distintas cantidades de documentos recuperados, como se muestra en la tabla 8. 
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Tabla 8. Métricas de evaluación para distintos valores de k. 
Utilizando la configuración con mejor rendimiento, con reordenación cruzada del codificador y 

reordenación de contexto largo. 

N Mejor BLEU BERTScore (F1) COMET SummaCZS 

k5 0,107 0,917 0,739 0,069 

k10 0,116 0,919 0,749 0,099 

k15 0,110 0,917 0,740 0,133 

k20 0,105 0,917 0,741 0,092 

Fuente: Elaboración propia, 2025. 

El efecto del número de documentos recuperados depende de la capacidad del LLM para 
gestionar contextos largos. En este caso, qwen2.5-3b logró sus mejores resultados con alrededor 
de 15 documentos, tras lo cual el rendimiento disminuyó. 

A partir de estos resultados de recuperación, se comparó el sistema con el modelo base 
qwen2.5-3b-instruct sin recuperación. Como se muestra en la tabla 9, el sistema aumentó 
sustancialmente el valor de SummaCZS, lo que confirma las mejoras en la veracidad. Cabe destacar 
que el modelo de 3.000 millones de parámetros superó el rendimiento factual de llama-3.1-70b. 

Tabla 9. Comparación métrica del rendimiento de qwen2.5-3b-instruct 
con (k = 15) y sin recuperación de información. 

Configuración SummaCZS COMET BERTScore (F1) 

Con recuperación 0,133 0,740 0,917 

Sin recuperación -0,389 0,775 0,920 

Fuente: Elaboración propia, 2025. 

Una ligera disminución en la adecuación y la fluidez, medida por COMET, así como una caída 
marginal en la similitud semántica, medida por la puntuación de BERT, sugiere que los modelos 
pequeños pueden verse abrumados por contextos extensos. Esto a menudo producía respuestas 
más prolijas con información redundante ocasional. Para investigar más a fondo, también se 
probaron modelos más grandes, como se muestra en la Tabla 10. 

Tabla 10. Comparación métrica del rendimiento de modelos más grandes con y sin recuperación de 
información. 

Configuración SummaCZS COMET BERTScore (F1) 

gemini-2.0-flash Recuperación 0,245 0,785 0,934 

gemini-2.0-flash Sin recuperación 0,195 0,707 0,918 

mistral-nemo-12b-instruct Recuperación 0,263 0,603 0,891 

mistral-nemo-12b-instruct Sin recuperación -0,188 0,586 0,879 

Fuente: Elaboración propia, 2025. 

Estos resultados confirman que el sistema mejora significativamente la precisión factual, al 
tiempo que mejora ligeramente la fluidez y la similitud semántica. El resultado es, por lo tanto, un 
proceso de generación más fiable, adecuado para proporcionar información precisa en el contexto 
de un museo. Es importante señalar que estos resultados no constituyen un límite superior, ya 
que el conjunto de datos de evaluación incluye preguntas cuyas respuestas no siempre están 
disponibles en la base de datos vectorial. 

Por último, se validó la relevancia de la recuperación para evaluar la fundamentación de las 
respuestas. Utilizando el codificador cruzado ms-marco-MiniLM-L-6-v2, se evaluó la relevancia en 
distintos tamaños de recuperación con pesos híbridos equilibrados. Los resultados, presentados 
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en la tabla 11, muestran que la relevancia Score@1 se mantiene constante, mientras que las 
puntuaciones medias disminuyen y la desviación estándar aumenta a medida que se recuperan 
más documentos. Las puntuaciones Top1 constantes de 6,8 indican una fuerte alineación con las 
consultas. 

Tabla 11. Métricas de evaluación de la recuperación en diferentes valores k 
utilizando ponderaciones equilibradas para la recuperación híbrida. 

Estrategia 
Media 

(promedio) 
Puntuación@1 

(media) 
Desviación estándar 

(media) 
Semántica + bm25 + mmr 
(k=5) 

4,159 6,713 1,695 

Semántica + bm25 + mmr 
(k=10) 

2,918 6,842 2,008 

Semántica + bm25 + mmr 
(k=15) 

2,064 6,848 2,203 

Fuente: Elaboración propia, 2025. 

5. Conclusiones y debate 

Este proyecto ha profundizado en el estado actual de la accesibilidad al conocimiento en el sector 
museístico, comparando las mejoras actuales con los métodos tradicionales del sector y con 
soluciones modernas aplicadas en otros ámbitos con fines similares. La solución está diseñada 
para centrarse en ofrecer una experiencia individual, personal y contextual a los visitantes del 
museo. 

Tras su desarrollo, la solución incorpora un módulo de reconocimiento de objetos para 
comprender lo que los visitantes ven. Implica hacer que el sistema responda de forma natural y 
precisa a las preguntas, al tiempo que comprende lo que el visitante ve. Por último, el sistema 
incorpora un módulo orientado a de nuevos conocimientos precisos, de modo que las respuestas 
queden actualizadas con la información más reciente y relevante de la que dispone la institución 
museística. 

El resultado del proyecto incluye una característica hasta ahora inexistente en el sector 
museístico (respuestas en tiempo real, sensibles a la vista), y mejora significativamente la 
veracidad de las respuestas generadas por los LLM, lo que las hace más fiables. 

5.1. Consideraciones éticas y consentimiento informado 

Las consideraciones éticas y de consentimiento informado son factores esenciales al implementar 
sistemas basados en la IA para la interacción con los visitantes de los museos. Aunque este trabajo 
no detalla la implementación completa de dichos procesos, garantiza la minimización de la 
retención de datos, como lo demuestra el Context Handler, que elimina todos los datos de las 
conversaciones al finalizar la sesión, preservando así la privacidad del usuario. La comunicación 
transparente sobre el uso de los datos y la supervisión humana responsable siguen siendo 
fundamentales para fomentar la confianza y la aceptación. Los esfuerzos futuros deben alinearse 
con marcos legales como el Reglamento General de Protección de Datos (Parlamento Europeo y 
Consejo, 2016) y las directrices éticas (Comisión Europea, 2019). 

5.2 Dimensiones socioculturales 

El trabajo puede contribuir a una experiencia museística más participativa, inclusiva y sensible a 
las diferencias culturales, en consonancia con los valores contemporáneos. 

Las humanidades digitales fomentan el uso responsable de la IA para promover la inclusión, la 
diversidad cultural y el acceso equitativo (Güven et al., 2025). Para alinearse con estos principios, 
el sistema añadiría voz para una interacción más intuitiva e inclusiva (texto a voz y voz a texto), 
podría admitir la interacción multilingüe y proporcionaría respuestas en un lenguaje sencillo, 
calibradas según los conocimientos previos y el dominio del idioma de los visitantes. En el 
momento de la ingestión, se espera que el personal del museo seleccione y revise los materiales 
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para mitigar sesgos, diversificando los documentos, registrando las fuentes y los niveles de 
confianza e incorporando las aportaciones de la comunidad antes de que el contenido entre en el 
almacén vectorial. 

La museología crítica insta a ir más allá de las narrativas estáticas de los museos para fomentar 
una participación activa, dialógica y reflexiva, lo cual se ajusta a este enfoque al pedir al sistema 
que apoye la participación activa de los visitantes en lugar del consumo pasivo (Boulakal y Hadi, 
2025; Lundgren et al., 2019). El diseño de interacciones conversacionales que inviten a la reflexión 
y de narrativas diversas mejoraría el empoderamiento de los visitantes y la conciencia cultural 
(Damiano et al., 2022). El sistema debería incorporar indicaciones de diálogo que animen a los 
visitantes a reflexionar y a compartir perspectivas; podría habilitar mecanismos de 
retroalimentación para recopilar aportaciones con vistas a una mejora iterativa y ofrecer 
respuestas basadas en múltiples fuentes para presentar interpretaciones variadas. En conjunto, 
estas características convertirían la orientación en un diálogo dinámico e inclusivo que respeta la 
pluralidad cultural y promueve el pensamiento crítico. 

5.3. Orientaciones técnicas futuras 

En la capa de interacción, la calidad de la respuesta también podría mejorar mediante el análisis 
de plantillas de indicaciones y el ajuste de los parámetros de muestreo y de decodificación. El 
servicio de contexto podría integrar modelos de estimación de profundidad y, considerando la 
posición de los objetos dentro del marco, mejorar la relevancia de las obras de arte detectadas, 
mientras que una arquitectura de detección de objetos más flexible también permitiría mover las 
obras de arte entre salas sin reducir el rendimiento del sistema. 

En el servicio de ingestión de conocimiento vectorial, la migración de Chroma a una base de datos 
vectorial gestionada y de nivel de producción, como Pinecone, podría aumentar la eficiencia; la 
ingestión también podría enriquecer automáticamente los documentos con metadatos, y un 
modelo OCR especializado ampliaría la gama de fuentes PDF utilizables. 

La calidad de la recuperación podría mejorar mediante la fragmentación agencial de la 
relevancia semántica y modelos especializados para la incrustación y la reclasificación en 
arte/historia. La calidad de la respuesta también podría beneficiarse de la ingeniería de prompts, 
del ajuste de parámetros o del ajuste fino. Técnicas como ReAct también podrían ayudar a incluir 
funcionalidades como el acceso a Internet, evitar la recuperación si no es necesaria o la búsqueda 
por palabras clave. 

Por último, ampliar el modelo con más obras de arte e información podría proporcionar una 
mejor simulación de un escenario real. 
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